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Preface

These notes grew out of a series of lectures that I gave at the Universidade
Federal de Pernambuco, Recife, Brazil. Since this was a limited number of
lectures in the extensive area of periodic solutions of the N -body problem,
I was forced to define a small subset of the literature in order to give a
reasonably complete introduction. Filling in the most of the details resulted
in these lecture notes.

From a generic point of view the N -body problem is highly degenerate.
It is invariant under the symmetry group of Euclidean motions and admits
linear momentum, angular momentum and energy as integrals. This implies
that an attempt to apply the implicit function directly yields a Jacobian with
nullity 8 for the planar problem and nullity 12 for the spatial problem. (The
multiplier +1 has multiplicity 8 in the planar problem and 12 in the spatial
problem.) Therefore, the integrals and symmetries must be confronted head
on, which leads to the definition of the reduced space where all the known
integrals and symmetries have been eliminated. It is on the reduced space that
one can hope for a nonsingular Jacobian without imposing extra symmetries.

The first six chapters develops the theory of Hamiltonian systems, sym-
plectic transformations and coordinates, periodic solutions and their multi-
pliers, symplectic scaling, the reduced space etc. The remaining six chapters
contain theorems which establish the existence of periodic solutions of the
N -body problem on the reduced space.

The N -body problem is the classical prototype of a Hamiltonian system
with a large symmetry group and many first integrals. These lecture notes
are an introduction to the theory of periodic solutions of such Hamiltonian
systems.

I would like to thank Hildeberto Cabral for his kind hospitality during
my visit to the Universidade Federal de Pernambuco, Recife, Brazil. The final
version of this monograph was completed while I was the Fundació Banco Bil-
bao Vizcaya Scholar at the Centre de Recerca Matemàtica, Institut d’Estudis
Catalans. Jaume Llibre and his colleagues at the Universitat Autònoma de
Barcelona were most cordial and helpful.

Many people read various parts of the manuscript in its various stages and
sent me comments and corrections. I would like to thank Martha Alvarez,
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Hildeberto Cabral, Anne Feldman, Karl Meyer, and Gareth Roberts for their
help. A special thanks goes to N. V. Fitton for her revisions of my revisions.

I am sure there are some errors in these notes and I hope they are
small. Please notify me of all errors large or small at Department of Math-
ematics, University of Cincinnati, Cincinnati, Ohio 45221-0025, USA or
ken.meyer@uc.edu.

My research has been supported by grants from the National Science
Foundation and the Charles Phelps Taft Foundation.

University of Cincinnati, August 1999 Kenneth R. Meyer
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1. Introduction

1.1 History

The N -body problem is a system of ordinary differential equations that de-
scribes the motion of N point masses or particles moving under Newton’s
laws of motion, where the only forces acting are the mutual gravitational
attractions. The problem is solved for N = 2 because it can be reduced to
the Kepler problem which is a system of ordinary differential equations that
describes the motion of a particle moving under the gravitational attraction
of a second particle fixed at the origin. The solutions of the Kepler problem
are conic sections — circles, ellipses, parabolas, and hyperbolas.

Newton’s formulation of his laws of motion and his law of gravity was
one of the greatest scientific accomplishments of all times. With these simple
principles he was able to completely solve the two-body problem deriving
Kepler’s laws describing the motion of the planet Mars. To the first approx-
imation the orbit of Mars is a solution of the two-body problem where only
the gravitational forces of the sun and Mars are taken into account and this
problem can be reduced to the Kepler problem. Using a perturbation analysis
he was able estimate some of the higher order effects and so explain some of
the anomalies in Mar’s orbit.

Newton next turned to the problem of describing the orbit of the moon.
This is a harder problem since the first approximation should be a three-body
problem — the earth, moon, and sun. The problem he encountered caused
him to remark to the astronomer John Machin that “. . . his head never ached
but with his studies on the moon.”1

Today the orbit of the moon is obtained either by numerical integration
or by asymptotic series expansion — see [29].

It is now widely believed that the N -body problem for N ≥ 3 cannot be
solved in the same sense as the two-body problem. In fact there is very good
evidence that the general N -body problem is not solvable. However, since
Newton’s time there have been thousands of papers written on the N -body
problem. These papers contain special solutions, asymptotic estimates, in-
formation about collision, the existence and non-existence of integrals, series
solutions, non-collision singularities, etc.

1 [37]
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The existence, stability and bifurcation of periodic solutions of the N -
body problem has been the subject of many of these papers particularly since
the works of Poincaré. Poincaré wrote extensively on periodic solutions and
in particular a large portion of his Les méthodes nouvelles de la mécanique
céleste [66] is devoted to this topic. He said about periodic solutions of the
three-body problem

En effet, il y a une probabilité nulle pour que les conditions ini-
tiales du mouvement soient précisément celles qui correspondent à
une solution périodique. Mais il peut arriver qu’elles en diffèrent très
peu, et cela a lieu justement dans les cas où les méthodes anciennes
ne sont plus applicables. On peut alors avec avantage prendre la
solution périodique comme première approximation, comme orbite
intermédiaire, pour employer le langage de M. Gyldén.

Il y a même plus: voici un fait que je n’ai pu démontrer rigoureuse-
ment, mais qui me parâıt pourtant très vraisemblable.

Étant données des équations de la forme définie dans le no 13 et
une solution particulière quelconque de ces équations, on peut tou-
jours trouver une solution périodique (dont la période peut, il est
vrai, être très longue), telle que la différence entre les deux solu-
tions soit aussi petite qu’on le veut, pendant un temps aussi long
qu’on le veut. D’ailleurs, ce qui nous rend ces solutions périodiques
si précieuses, c’est qu’elles sont, pour ainsi dire, la seule brèche par où
nous puissions essayer de pénétrer dans une place jusqu’ici réputée
inabordable. 2

This conjecture was often quoted by Birkhoff as a justification for his
work on fixed point theorems and related topics — see for example [12, 13].
Poincaré conjecture that periodic orbits are dense has only been established
for C1-generic Hamiltonian systems on a compact manifold by Pugh and
Robinson [68] and in a certain sense for the restricted three-body problem
by Gómez and Llibre [28].

There is an extensive literature on the existence and nature of periodic so-
lutions of the N -body problem, especially the restricted three-body problem.
Many different methods have been used to establish the existence of periodic
solutions in the N -body problem and Hamiltonian systems in general, for
example: averaging — see Moser [55], the Lagrangian manifold intersection
theory — see Weinstein [90], normal forms — see Schmidt [74], numeric —
see Ángel and Simó [2], majorants — see Liapunov [43] and Siegel [80], spe-
cial fixed-point theorems — see Birkhoff [13], symbolic dynamics — see Saari
and Xia [71], variational methods — see Robinovich [69], and many others.
This is but a small sample of a vast subject. This monograph is concerned
with one small subset of the literature where I have made some contributions.

2 [66, p. 81]
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I will establish the existence and discuss linear stability of periodic so-
lutions of the full N -body problem without exploiting a discrete symmetry.
Almost all the early literature on the existence of periodic solutions uses a dis-
crete symmetry and so only applies in certain symmetric configurations and
in general does not give any stability information. Also most of this literature
establishes the existence in the three-body or restricted three-body problem
only. I will extend Poincaré’s continuation method to new applications by
using symplectic scaling and the symplectic reduction theorem.

Poincaré’s continuation method is a simple perturbation method. It re-
quires a small parameter ε, which may be a physical quantity, such as one of
the masses, or a scale parameter, which measures the distance between two
of the bodies. A solution is periodic if it returns to its initial position after
a time T , the period. This results in a finite set of equations that must be
solved. Poincaré’s continuation method uses the finite-dimensional implicit
function theorem to solve these equations. When ε = 0 one finds a solution,
computes the necessary Jacobian to be nonsingular, applies the implicit func-
tion theorem, and concludes that the solution continues to exist when ε 6= 0
but small. This method is introduced in Chapter 6 and used in Chapters
7–12.

Symplectic scaling is the method of introducing the small parameter ε into
the problem while preserving the Hamiltonian nature of the problem. The art
is to introduce the parameter in such a way that when ε = 0 the problem
has a periodic solution with the requisite Jacobian nonsingular, which then
yields an interesting theorem. It seems that the scaling yields interesting
results only when it preserves the symplectic structure. Symplectic scaling is
introduced in Chapter 3 and used in Chapters 7–12.

The initial formulation of the N -body problem is a system of equations in
R4n\∆ for the planar problem or R6n\∆ for the spatial problem where ∆ is
the collision set. But the correct place to study the problem in on the reduced
space a (4N − 6)-dimensional symplectic manifold for the planar problem or
(6N−10)-dimensional symplectic manifold for the spatial problem in general.
It is only on this reduced space that one can hope to study the existence and
stability of periodic solutions.

It has been known since the time of Newton that the N -body problem is
invariant under a Euclidean motion (a translation followed by a rotation) and
admits the integrals of linear and angular momentum. They are a curse and
a blessing: a curse because they make the Jacobian of Poincaré’s continua-
tion method highly singular, and a blessing since they can be used to reduce
the dimension of the problem. When the symmetries and integrals are used
correctly, the problem can be reduced to a much lower-dimensional problem
which is again Hamiltonian. This is called the Meyer-Marsden-Weinstein re-
duction; it is the main result of my paper [50] and the paper of Marsden and
Weinstein [44]. In the problems discussed in this monograph, after symplectic
scaling and reduction the requisite Jacobian is nonsingular. Again this is the
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art, since many seemingly similar problems are still degenerate when all the
symmetries and integrals are accounted for. Symplectic reduction is discussed
in detail in Chapter 5 and used in Chapters 7–12.

Many of the chapters end with a list of problems. Some are routine and
some are not. I recommend at least looking at them, since they often con-
tain generalizations and related results. Sometimes the problem ends with a
reference, in which case the reader should realize that at some point in time
the solution of this problem was considered a publishable result.

1.2 Global vs. Local Notation

There is an old saying in celestial mechanics that no set of variables is good
enough. The subject is replete with different sets of variables, many of which
bear the names of some of the greatest mathematicians of all times. There are
not enough alphabets to give each variable a separate symbol, so I will use
a concept from programming languages — global and local. Some symbols
will stand for the same quantity throughout the notes, global variables, and
some will stand for different quantities in different sections, local variables.
In either case I will say what a variable stands for in each context.

Throughout these notes fixed and rotating reference frames will be used,
rotating more often than fixed. Therefore, quantities referring to a fixed ref-
erence frame will in general be in a boldface font, whereas the same quantity
in a rotating frame will be in a regular font. I use a Hamiltonian formal-
ism throughout the notes and write different Hamiltonians in many different
variables. I will always use the generic symbols H, H for the Hamiltonian,
but say something like,“The Hamiltonian of the · · · problem in · · · variables
is · · ·.”

Here is a list of global variables.

• q,p are the position and momentum vectors in fixed rectangular coordi-
nates.

• q, p are the position and momentum vectors in rotating rectangular coor-
dinates.

• x,y are the position and momentum vectors in fixed Jacobi coordinates.
• x, y are the position and momentum vectors in rotating Jacobi coordinates.
• H is the current Hamiltonian in fixed coordinates.
• H is the current Hamiltonian in rotating coordinates.
• O is the current angular momentum vector in fixed coordinates.
• O is the current angular momentum vector in rotating coordinates.
• U is the current (self-) potential in fixed coordinates.
• U is the current (self-) potential in rotating coordinates.
• ε is the current perturbation parameter.
• mi is the mass of the ith particle.
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Many of the above global variables will be subscripted.
The variables u, v, ξ, ζ, α, β, etc. are local variables whose meanings will

be given in context.
R will denote the field of real numbers, C the complex field, and F either

R or C. Fn will denote the space of all n-dimensional column vectors, and,
unless otherwise said, all vectors will be column vectors. However, vectors
will be written as row vectors within the body of the text for typographical
reasons. L(Fn,Fm) will denote the set of all linear transformations from Fn

to Fm and will sometimes be identified with the set of all m× n matrices.
If A is a matrix, then AT will denote its transpose, A−1 its inverse, and

A−T the inverse transpose, if these matrices exist. A matrix A is block diag-
onal if it is of the form

A =





























A11 O12 O13 · · · O1k

O21 A22 O23 · · · O2k

O31 O32 A33 · · · O3k

· · · · · ·

Ok1 Ok2 Ok3 · · · Akk





























where the Aii are square matrices and the Oij are the rectangular zero ma-
trices. We will write A = diag (A11, A22, ..., Akk).

Functions will be real and smooth unless otherwise said, where smooth
means C∞ or real analytic. If f(u) is a smooth function from an open set O
in Rn into Rm, then ∂f/∂u will denote the m× n Jacobian matrix

∂f

∂u
=



























∂f1
∂u1

· · · ∂f1
∂un

· · ·

· · ·

∂fm

∂u1
· · · ∂fm

∂un



























If f : Rn → R1, then ∂f/∂u is a row vector; let ∇f or ∇uf or fu denote
the column vector (∂f/∂u)T . (Even when discussing functions on manifolds,
no Riemannian metric is assumed, so ∇f is not the gradient vector with
reference to some Riemannian matrix.) When the derivative of f is thought
of as a map from O into L(Rn,Rm), the space of linear operators from Rn

to Rm, the derivative will be denoted by Df . The variable t will denote a
real scalar variable called time, and we use Newtonian dots for the first and
second derivatives, i.e., ˙ = d/dt, and ¨ = d2/dt2.
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1.3 Summary of Chapters

Chapters 2–6 give general background material on Hamiltonian systems, the
N -body problem, symplectic manifolds, periodic solutions, etc. People with
a good knowledge of these topics can skim through these chapters quickly.
These chapters assume a knowledge of the basic theory of ordinary differential
equations, i.e., existence, uniqueness, linear theory, etc. Also, from time to
time proofs are given by reference.

Each of Chapters 7–12 contains a theorem establishing the existence of
a class of periodic solutions of the N -body problem. These later chapters
depend on the earlier chapters, but they are independent of each other; and
while each has its peculiarities, they are very similar in form. Therefore,
the reader should choose which chapters to read. Chapters 7 and 8 are the
simplest, and are therefore recommenced for the first reading.

Here is a summary of the chapters.

Chapter 2 This chapter introduces the N -body problem as a Hamiltonian
system of equations. The classic integrals of energy, linear momentum,
and angular momentum are derived. Then some of the special cases
are given, namely, the Kepler problem (central force problem), the re-
stricted three-body problem, Hill’s lunar equation, and the elliptic re-
stricted three-body problem. All of the systems are given as examples of
Hamiltonian systems.

Chapter 3 Now that we have seen some examples, it is time to give some
basic theory of Hamiltonian systems — at least as it pertains to celestial
mechanics and periodic solutions. The changes of variables that preserve
the Hamiltonian character of the problem are called symplectic. We give
the basic definition of symplectic changes of variables along with the main
examples of symplectic variables to be used later.

Chapter 4 A central configuration is a configuration of N particles giving rise
to special solutions of the N -body problem. In one such solution coming
from a central configuration, all the particles uniformly rotate about their
center of mass while maintaining their relative positions. Such a solution
is called a relative equilibrium. For example, there is a periodic solution of
the three-body problem in which three particles remain at the vertices of
an equilateral triangles while uniformly rotating. This chapter introduces
central configurations and gives a special coordinate system for central
configurations.

Chapter 5 The N -body problem has many symmetries due to the facts that
the particles are assumed to be point masses and Newton’s law of grav-
ity assumes that space is homogeneous and isotropic. Symmetries often
introduce degenerates, which can cause problems with the analysis un-
less the symmetries are exploited correctly. This chapter is devoted to
understanding the main symmetry of the N -body problem, that is, its
invariance under the group of Euclidean motions. The basic result dis-



1.3 Summary of Chapters 7

cussed is the symplectic reduction theorem, which states that when all
the classic integrals are held fixed and all the remaining symmetries are
removed, the resulting system is again Hamiltonian. It is on this reduced
space that the perturbation analysis yields the periodic solutions.

Chapter 6 This chapter develops Poincaré’s continuation method for systems
with various degrees of degeneracies. The main example is the N -body
problem.

Chapter 7 Here we prove the existence of Poincaré’s “periodic orbits of the
first kind” by the methods developed in the previous chapters. We estab-
lish periodic solutions in which two particles assumed to have small mass,
called the satellites, move on an approximately circular orbit about a par-
ticle of large mass, called the primary. These are the simplest examples
of periodic solutions on the reduced space.

Chapter 8 We show that under mild nonresonance assumptions, that a non-
degenerate periodic solution of the restricted problem can be continued
into the full (N + 1)-body problem. This result follows easily from the
Hamiltonian of the (N+1)-body problem with one small mass, after it has
been correctly scaled. This is the easiest example of symplectic scaling,
which shows that the restricted problem is indeed the first approximation
of the full problem with one small mass.

Chapter 9 In this chapter we show that there are periodic solutions of the
(N + 1)-body problem on the reduced space in which N − 1 particles
and the center of mass of the other two particles move approximately
on a relative equilibrium solution, while the other two particles move
approximately on a small circular orbit of the two-body problem about
their center of mass.

Chapter 10 The main result of this chapter is the existence of a family of
periodic solutions of the planar (N + 1)-body problem on the reduced
space in which one particle, called the comet, is at a great distance from
the other N particles, called the primaries. The comet moves approxi-
mately on a circular orbit of the Kepler problem about the center of mass
of the primary system, and the primaries move approximately on a rela-
tive equilibrium solution. This is the most degenerate of all the problems
discussed in these notes.

Chapter 11 In this chapter we use the method of symplectic scaling of the
Hamiltonian in order to give a precise derivation of the main problem of
lunar theory. Under one set of assumptions, we derive the main problem
used by Delaunay, and under another, the main problem as given by Hill.
The derivations are precise asymptotic statements about the limiting
behavior of the three-body problem and so can be used to give precise
estimates of the deviation of the solutions of the first approximation and
the full solutions. Using this scaling, we prove that any nondegenerate
periodic solution of Hill’s lunar equations whose period is not a multiple
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of 2π can be continued into the full three-body problem on the reduced
space.

Chapter 12 This chapter deals with the planar N -body problem of classical
celestial mechanics and its relation to the elliptic restricted problem. This
system, unlike the previous system, is periodic. We give a different deriva-
tion of the elliptic restricted problem which gives a restricted problem
for each type of solution of the Kepler problem. Again we show that any
nondegenerate periodic solutions of the elliptic restricted problem whose
period is not a multiple of 2π can be continued into the full three-body
problem on the reduced space.

1.4 Further Reading

This book assumes some knowledge of basic differential equations as found,
for example, in the introductory texts by Sánchez [72] or Arrowsmith and
Place [9]. These are readable, short introductions to the geometric theory
of differential equations and they should give sufficient background. More
advanced texts are [31, 32]. References to special advanced topics will be
given as needed.

Pollard [67] gives a clean and complete description of the solution to the
two-body problem, an introduction to Hamiltonian equations, and a brief
treatment of the restricted problem. This short book is an ideal starting
point for the study of Hamiltonian systems and celestial mechanics. A more
elementary and classical introduction is found in Danby [22] or Moulton [58].

At a higher level of difficulty are: Meyer and Hall [51], about the same
level as these notes; Abraham and Marsden [1], an austere development of
symplectic geometry which omits most of the details in its later chapters;
Arnold [7], an intuitive book which introduces many topics but lacks proofs
at times; and Siegel and Moser [81], a clearly written book with complete
proofs. Of these books, Siegel and Moser is the one to read.

The classic on periodic solutions of the N -body problem is Moulton [58].



2. Equations of Celestial Mechanics

In this chapter the Hamiltonian formulation of the N -body problem is given,
along with the classical integrals of energy, linear momentum, and angular
momentum. Various special cases are given: the Kepler problem (also called
the central force problem), the restricted three-body problem, Hill’s lunar
problem, and the elliptic restricted three-body problem.

2.1 Equations of the N -Body Problem

Consider N point masses moving in a Newtonian reference system, R3, with
the only forces acting on them being their mutual gravitational attractions.
Let the ith particle have position vector qi and mass mi > 0; then by New-
ton’s second law and the law of gravity we have the equation of motion for
the ith particle

miq̈i =

N
∑

j=1

Gmimj(qj − qi)

‖qi − qj‖3
=
∂U

∂qi
, (2.1)

where

U =
∑

1≤i<j≤N

Gmimj

‖qi − qj‖
. (2.2)

In the above, G is the universal gravitational constant, which we will take to
be 1 henceforth, and U is the self-potential or the negative of the potential.
The independent variable is time, t, and dots denote differentiation by t, so
˙= d/dt and¨= d2/dt2. Here and throughout this book, we do not divide by
zero, so the term i = j is to be omitted from the sum. The system of ordi-
nary differential equations (2.1) defines the N -body problem (the Newtonian
formulation of the N -body problem).

Although Einstein’s equations of relativity are thought to be the correct
equations describing gravitational problems, the classical N -body problem
gives an extremely accurate description of our solar system and many of the
other systems of astronomy. Lunar landings and Martian probes followed
trajectories of these equations.

Let q = (q1,q2, . . . ,qN) ∈ R3N . The vector form of equation (2.1) is
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Mq̈ −∇U(q) = 0,

where M = diag(m1, m1, m1, . . . , mN , mN , mN); the Hamiltonian formula-
tion of the N -body problem is obtained by introducing the (linear) momen-
tum vectors. Define p = (p1, . . . ,pN) ∈ R3N by p = Mq̇ so pi = miq̇i is the
momentum of the ith particle. The equations of motion become

q̇ = Hp = M−1p, ṗ = −Hq = Uq (2.3)

or, in components,

q̇i =
∂H

∂pi
= pi/mi,

ṗi = −∂H
∂qi

=
∂U

∂qi
=

N
∑

j=1

mimj(qj − qi)

‖qi − qj‖3
,

(2.4)

where the Hamiltonian is

H =
1

2
pTM−1p −U =

N
∑

i=1

‖pi‖2

2mi
−U. (2.5)

H is the total energy of the system of particles. It is an integral (i.e., a
constant of the motion — see Section 5.2) of the system of equations since

dH

dt
=
∂H

∂q
q̇ +

∂H

∂p
ṗ =

∂H

∂q

∂H

∂p
+
∂H

∂p

(

−∂H
∂q

)

= 0.

The vectors q and p are called conjugate variables.
The N -body problem is a system of 3N second-order equations in the

Newtonian formulation and a system of 6N first-order equations in the Hamil-
tonian formulation. A complete set of integrals for the system would comprise
6N−1 time-independent integrals plus one time-dependent integral. Only ten
integrals are known for all N . Let

C = m1q1 + . . .+mNqN

be the center of mass of the system and

L = p1 + . . .+ pN

be the (total) linear momentum of the system. It follows from (2.3) that

Ċ = L, L̇ = 0, C̈ = 0, (2.6)

and so C = L0t+ C0, L = L0. L0 and C0 are vector functions of the initial
conditions and constants of the motion: therefore, they constitute six integrals
of the motion.
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Let O =
∑N

1 qi × pi be (total) angular momentum. Since

dO

dt
=

N
∑

i=1

(q̇i × pi + qi × ṗi)

=

N
∑

i=1

(pi/mi) × pi +

N
∑

i=1

N
∑

j=1

qi ×
mimj(qj − qi)

‖qi − qj‖3

= 0,

O is a vector of integrals. Thus there are three angular momentum integrals.
Energy, center of mass, linear momentum, and angular momentum are the
ten classical integrals of the N -body problem. In order to overcome some of
the difficulties they cause in perturbation analysis, they are investigated in
greater detail in Chapter 5.

2.2 The Kepler Problem

A special case of the two-body problem is when one body of mass M is
assumed to be fixed at the origin — for example, like the sun, the body is
so massive that to the first approximation it does not move. In this case, the
Newtonian equation of the motion of the other body of mass m is of the form

mq̈ = −GMmq

‖q‖3
,

or
q̈ = − µq

‖q‖3
= ∇U(q),

where q ∈ R3 is the position vector of the other body in a fixed coordinate
system, µ is the constant GM (G is the universal gravitational constant),
and U is the self-potential (the negative of potential energy)

U =
µ

‖q‖ .

If we define momentum p = q̇ ∈ R3 , then the Newtonian equation can be
written in the Hamiltonian form

q̇ = Hp = p, ṗ = −Hq = − µq

‖q‖3
,

where

H =
‖p‖
2

2

− µ

‖q‖ .
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H is called the Hamiltonian of the Kepler problem. The Newtonian formula-
tion is a system of three second-order scalar equations, whereas the Hamil-
tonian equations are six first-order scalar equations.

H is an integral of the motion, i.e., it is constant along solutions, since

dH

dt
=
∂H

∂q
q̇ +

∂H

∂p
ṗ =

∂H

∂q

∂H

∂p
− ∂H

∂p

∂H

∂q
= 0.

Define O = q × p, the angular momentum. Since

Ȯ = q̇ × p + q × ṗ = p × p + q× (−µq/‖q‖3) = 0,

angular momentum O is constant along the solutions; thus the three compo-
nents of O are integrals. If O = 0, then

d

dt

(

q

‖q‖

)

=
(q× q̇) × q

‖q‖3
=

O× q

‖q‖3
= 0.

In the first equality above we have used the vector identity (q ·q)q̇− q · q̇ =
(q× q̇)×q. Therefore, if angular momentum is zero, the motion is collinear.
Letting the line of motion be one of the coordinate axes makes the problem a
one degree of freedom problem and so solvable by quadrature. In this case, the
integrals are elementary and one obtains simple formulas for the solutions.

If O 6= 0, then both q and p = q̇ are orthogonal to O, and the motion
therefore takes place in the plane orthogonal to O through the origin, the
invariant plane. In this case, take one coordinate axis, say the last, to point
along O; then the motion is in a coordinate plane. The equations of motion in
this coordinate plane have the same form as above, but now q,p ∈ R2. In the
planar problem only the component of angular momentum perpendicular to
the plane is nontrivial, so the problem is reduced to a problem of two degrees
of freedom with one integral. Such a problem is solvable “up to quadrature.”
It turns out that the problem is solvable (well, almost) in terms of elementary
functions. We shall solve this problem in a later section.

2.3 Restricted Problem

There are many restricted problems in celestial mechanics. The word re-
stricted usually implies that one or more of the particles has mass zero. But
the restricted means the restricted circular three-body problem as give in this
section.

The restricted problem is a limiting case of the three-body problem when
one of the masses tends to zero. A careful derivation of this problem will
be given in Chapter 8. In the traditional derivation of the restricted three-
body problem, one is asked to consider the motion of an infinitesimally small
particle moving under the influence of the gravitational attraction of two
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finite particles which revolve around each other in circular orbits with uniform
velocity. A full derivation will be given in Chapter 8, but for now we shall
simply give the Hamiltonian. Let the two finite particles, called the primaries,
have masses µ > 0 and 1 − µ > 0. Let q ∈ R2 be the coordinate of the
infinitesimal particle in a uniformly rotating coordinate system and p ∈ R2

the momentum conjugate to q. The rotating coordinate system is so chosen
that the particle of mass µ is always at (1 − µ, 0) and the particle of mass
1 − µ is at (−µ, 0). See Figure 2.1.

Fig. 2.1. The restricted problem

The Hamiltonian describing the motion of the third (infinitesimal) particle
in these coordinates is

H =
‖p‖2

2
− qTJp− U, (2.7)

where q, p ∈ R2 are conjugate, J = J2 =

(

0 1
−1 0

)

, U is the self-potential

U =
µ

d1
+

1 − µ

d2
, (2.8)

and di is the distance from the infinitesimal body to the ith primary, so that

d1
2 = (q1 − 1 + µ)2 + q22 , d2

2 = (q1 + µ)2 + q22 .

The equations of motion are

q̇ = Hp = Jq + p,

ṗ = −Hq = Jp+ Uq .
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The term qTJp in the Hamiltonian H is due to the fact that the coordinate
system is not a Newtonian system, but instead a rotating coordinate system.
It gives rise to the so-called Coriolis forces in the equations of motion. The
line joining the masses is known as the line of syzygy.

The proper definition of the restricted three-body problem is the system
of differential equations defined by the Hamiltonian above. It is a two degrees
of freedom problem that seems simple but has defied integration; it has given
rise to an extensive body of research and will be treated in detail in Chapter
8.

The full three-body problem has no equilibrium points, but as we will
see, there are solutions of the planar problem in which the particles move
on uniformly rotating solutions — see Chapter 4. In particular, there are
the solutions of Lagrange, in which the particles move along the equilateral
triangular solutions, and there are the collinear solutions of Euler. These
solutions are equilibrium solutions in a rotating coordinates system. Since
the restricted three-body problem is a limiting case in rotating coordinates,
we expect to see vestiges of these solutions as equilibria.

An equilibrium solution for the restricted problem satisfies

0 = p+ Jq, 0 = Jp+ Uq ,

which implies
0 = q + Uq = Vq ,

where V is the amended potential

V =
1

2
‖q‖2 + U.

Thus an equilibrium solution is a critical point of the amended potential.
First, let us seek solutions that do not lie on the line joining the primaries.

Use the distances d1, d2 as coordinates. We obtain the identity

q21 + q22 = µd2
1 + (1 − µ)d2

2 − µ(1 − µ),

so V can be written in terms of the distances d1 and d2. The equation Vq = 0
becomes in these variables

µd1 −
µ

d2
1

= 0, (1 − µ)d2 −
(1 − µ)

d2
2

= 0,

which clearly has the unique solution d1 = d2 = 1. This solution lies at the
vertex of an equilateral triangle whose base is the line segment joining the
two primaries. Since there are two orientations, there are two such equilibria
solutions; one in the lower half-plane is denoted by L4, and one in the upper
half-plane is denoted by L5. These solutions are attributed to Lagrange also.

Lagrange thought that these solutions had no astronomical significance,
but he was wrong: in the twentieth century, such a system was discovered
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in our own neighborhood. Consider a line segment connecting the sun and
Jupiter as the base of an equilateral triangle in the sun-Jupiter plane. One
group of about fifteen asteroids, called the Trojans, is found at L4 and another
group of about fifteen, called the Greeks, at L5.

Now consider equilibria along the line of the primaries where q2 = 0. In
this case the amended potential is a function of q2, which we shall denote by
q for the present, and has the form

V =
1

2
q2 ± µ

(q − 1 + µ)
± (1 − µ)

(q + µ)
.

In the above, one takes the signs so that each term is positive. There are three
cases: (i) when q < −µ, the signs are − and − ; (ii) when −µ < q < 1−µ, the
signs are − and +; and (iii) when 1 − µ < q, the signs are + and +. Clearly
V → ∞ as q → ±∞ or as q → −µ or as q → 1 − µ, so V has at least one
critical point on each of these three intervals. Also note that

d2V

dq2
= 1 ± µ

(q − 1 + µ)3
± (1 − µ)

(q + µ)3
,

where the signs are again taken so that each term is positive, so V is a convex
function having precisely one critical point in each of these intervals, or three
critical points. A sketch of the graph of V is given in Figure 2.2. These three

Fig. 2.2. The amended potential

collinear equilibria are attributed to Euler and are denoted by L1,L2,L3, as
shown in Figure 2.3. In classical celestial mechanics literature, these equilib-
rium points are called libration points, hence the use of the symbol L.

One can consider the spatial restricted three-body problem also. In that
case the Hamiltonian is of the same form as (2.7) except now p = (p1, p2, p3) ∈
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Fig. 2.3. The equilibrium points of the restricted problem

R3, q = (q1, q2, q3) ∈ R3,

J = J∗ =





0 1 0
−1 0 0
0 0 0



 ,

and U is as in (2.8) with

d1
2 = (q1 − 1 + µ)2 + q22 + q23 , d2

2 = (q1 + µ)2 + q22 + q23 .

2.4 Hill’s Lunar Equations

In a popular description of Hill’s lunar equations, one is asked to consider
the motion of an infinitesimal body (the moon) which is attracted to a body
(the earth) fixed at the origin. The infinitesimal body moves in a rotating
coordinate system: the system rotates so that the positive x-axis points to
an infinite body (the sun) infinitely far away. The ratio of the two infinite
quantities is taken so that the gravitational attraction of the sun on the moon
is finite. A careful derivation of these equations will be given in Chapter 11,
along with a discussion of why Hill’s definition of the “main problem” is
important in lunar theory. For now we will simply give its Hamiltonian:
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H =
1

2
‖p‖2 − qTJp− 1

‖q‖ − q21 +
1

2
q22 . (2.9)

2.5 Elliptic Restricted Problem

Previously we gave the Hamiltonian of the circular restricted three-body
problem. In that problem, it is assumed that the two primaries move on
circular orbits of the two-body problem. If one assumes instead that the pri-
maries move on elliptical orbits of the two-body problem, then one has the
elliptical restricted problem. It is no longer autonomous (time-independent)
but rather periodic in time. It also contains a parameter e, denoting the ec-
centricity of the primaries’ orbit. In Chapter 12, we give a detailed derivation
of these equations and the special coordinates used to study this problem;
for now we will just give the Hamiltonian.

The Hamiltonian governing the motion of the third (infinitesimal) particle
in the elliptic restricted problem is

H =
‖p‖2

2
− qTJp− r(t)U +

(

1 − r(t)

2

)

qT q,

where q, p ∈ R2 are conjugate, J is J2, U is the self-potential

U =
µ

d1
+

1 − µ

d2
,

di is the distance from the infinitesimal body to the ith primary, or

d2
1 = (q1 − 1 + µ)2 + q22 , d2

2 = (q1 + µ)2 + q22 ,

and r(t) = 1/(1 + e cos t). These are special coordinates that keep the pri-
maries at a fixed position.

In all the other examples of this chapter, the Hamiltonian is independent
of time t, so it is a constant of the motion or an integral. However, in the
elliptic case, the Hamiltonian is not independent of time and so is not an
integral.

2.6 Problems

1 Show that the Hill’s lunar equations have two equilibrium points on the q1
axis. Analyze the linearized equations at these equilibrium points.

2 Show that the elliptic restricted three-body problem has five equilibrium
points — two at the vertices of an equilateral triangle and three collinear.

3 Show that there are no new equilibrium points in:
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• the spatial circular restricted three-body problem,
• the spatial elliptic restricted three-body problem,
• the spatial Hill’s lunar problem.



3. Hamiltonian Systems

In this chapter we review some of the basic concepts of the Hamiltonian
formalism and symplectic geometry, but do not give a complete mathematical
development of all of them.

3.1 Hamiltonian Systems

Hamiltonian systems have already been introduced by example, when we
wrote the equations of motion of the Kepler problem, the N -body prob-
lem, etc. as Hamiltonian systems. Before proceeding, some basic facts about
such systems will be summarized; more details and proofs can be found in
Meyer and Hall [51]. The Hamiltonian formalism is the natural mathematical
structure in which to develop the theory of conservative mechanical systems,
especially the equations of celestial mechanics.

A general Hamiltonian system is a system of 2n ordinary differential equa-
tions of the form

u̇ = Hv, v̇ = −Hu (3.1)

or, in components,

u̇i =
∂H(t, u, v)

∂vi
, v̇i = −∂H(t, u, v)

∂ui
, (3.2)

where H = H(t, u, v), called the Hamiltonian, is a smooth real-valued func-
tion defined for (t, u, v) ∈ O, an open set in R1 × Rn × Rn. The vectors
u = (u1, . . . , un) and v = (v1, . . . , vn) are traditionally called the position
and momentum vectors, respectively, and t is called time. The variables u
and v are said to be conjugate variables: v is conjugate to u, and u is conju-
gate to v. The integer n is the number of degrees of freedom of the system.

For the general discussion, introduce the 2n vector

z =

(

u
v

)

and the 2n× 2n skew symmetric matrix
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J = J2n =

(

0 I
−I 0

)

where 0 is the n× n zero matrix and I is the n× n identity matrix. Usually
we will use J without subscript — the size will be determined by the context.
With this notation, equation (3.1) becomes

ż = J∇zH(t, z). (3.3)

One of the basic results from the general theory of ordinary differential
equations is the existence and uniqueness theorem. This theorem states that
for each (τ, ζ) ∈ O, there is a unique solution z = φ(t, τ, ζ) of (3.3) defined for
t near τ satisfying the initial condition φ(τ, τ, ζ) = ζ. The function φ(t, τ, ζ)
is smooth in all its displayed arguments, and so analytic if the equations are
analytic. We call φ(t, τ, ζ) the general solution.

In the special case when H is independent of t, so that we have H :
O → R1 where O is some open set in R2n, the differential equations (3.3)
are autonomous and the Hamiltonian system is called conservative. In this
case, the identity φ(t− τ, 0, ζ) = φ(t, τ, ζ) holds, since both sides satisfy the
equations (3.3) and the same initial conditions. In this case, the τ dependence
is usually dropped and only φ(t, ζ) is considered, where φ(t, ζ) is the solution
of (3.3) satisfying φ(0, ζ) = ζ, and we say that the equation defines a local
flow, i.e.,

φ(t, φ(s, ζ)) = φ(t+ s, ζ) (3.4)

for all t, s, and ζ for which all the quantities in this formula are defined, in
particular, for t and s small. If the solutions are defined for all t, then the
above holds for all t and s and φ is a flow.

3.2 Symplectic Coordinates

The form of Hamilton’s equations is very special. The special form is not
preserved by an arbitrary change of variables, so the change of variables that
does preserve that special form is very important in the theory. The classical
subject of celestial mechanics is replete with special coordinate systems which
bear the names of some of the greatest mathematicians.

A 2n× 2n matrix S is called symplectic if it satisfies

ST JS = J. (3.5)

The set of all 2n×2n symplectic matrices forms a group called the symplectic
group and is denoted by Spn or Sp(2n,R). The determinant of a symplectic
matrix is +1 and the transpose of a symplectic matrix is symplectic also.

Let T : O → R2n : (t, z) → Z = T (t, z) be a smooth function with O some
open set in R2n+1. T is called a symplectic map (or transformation or function,
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etc.) if its Jacobian ∂T/∂z is a symplectic matrix for all (t, z) ∈ O. The com-
position of two symplectic maps is symplectic and the inverse of a symplectic
map is symplectic. (The inverse function theorem implies that a symplectic
map is locally invertible.) Since the determinant of a symplectic matrix is
+1, a symplectic transformation is orientation- and volume-preserving.

If the transformation z → Z = T (t, z) is considered a change of variables,
then one calls Z the symplectic or canonical coordinates. Consider a nonlinear
Hamiltonian system ż = J∇zH(t, z) and make the change of variables from
z to Z by Z = T (t, z) = Z(t, z) with inverse z = T−1(t, Z) = z(t, Z). Then
the Hamiltonian H(t, z) transforms to the function K(t, Z) = H(t, z(t, Z)).
Later we will abuse notation and write H(t, Z) instead of introducing a new
symbol, but now we will be careful to distinguish H and K. It can be shown
[51] that the equation (3.3) transforms to

Ż = J∇ZK(t, Z) + J∇ZR(t, Z),

where R is defined by the formula

∂T

∂t
(t, z)

∣

∣

∣

z=z(t,Z)
= J∇ZR(t, Z).

R is called the remainder function. Note that if the transformation is indepen-
dent of time t, then the remainder is zero. Therefore, in the new coordinates,
the equation is Hamiltonian with Hamiltonian K(t, Z) + R(t, Z). (Here we
assume that O is simply connected so that a closed 1-form is exact; otherwise,
R is only locally defined.)

Proposition 3.2.1. A symplectic change of variables takes a Hamiltonian
system of equations into a Hamiltonian system. If a change of variables pre-
serves the Hamiltonian form of all Hamiltonian equations, then it is symplec-
tic.

Let φ(t, τ, ζ) be the general solution of (3.3), so φ(τ, τ, ζ) = ζ, and
let X(t, τ, ζ) be the Jacobian of φ with respect to ζ, that is, X(t, τ, ζ) =
(∂φ/∂ζ)(t, τ, ζ). X(t, τ, ζ) is called the monodromy matrix. Substituting φ
into (3.3) and differentiating with respect to ζ, we get

Ẋ = JS(t, τ, ζ)X, S(t, τ, ζ) =
∂2H

∂z2
(t, φ(t, τ, ζ)).

This equation is called the variational equation and is a linear Hamiltonian
system. Differentiating the identity φ(τ, τ, ζ) = ζ with respect to ζ gives
X(τ, τ, ζ) = I, the 2n × 2n identity matrix, so X is a fundamental matrix
solution of the variational equation. (Recall that a fundamental matrix so-
lution X(t, τ ) is a square matrix solution of a linear equation that satisfies
X(τ, τ ) = I.) Therefore, X is symplectic by the following general result.

Proposition 3.2.2. The fundamental matrix solution of a linear Hamilto-
nian system is symplectic for all t.
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This means that the flow defined by an autonomous Hamiltonian system is
volume-preserving, so in particular there cannot be an asymptotically stable
equilibrium point, periodic solution, etc. This makes the stability theory of
Hamiltonian systems both difficult and interesting.

In the conservative case, the equations define a flow φ(t, ζ) and the above
implies that the map ζ −→ φ(t, ζ) is symplectic where defined. Such a flow
will be called a (local) symplectic flow. The converse is partially true.

Proposition 3.2.3. If φ(t, ζ) is a local symplectic flow for t small and ζ ∈
O′ ⊂ R2n where O′ is simply connected, then there is a smooth function
H : O′ −→ R such that φ(t, ζ) is the general solution of ż = J∇zH(z).

The definition of a symplectic transformation is easy enough to check a pos-
teriori, but it is difficult to use this definition to generate a symplectic trans-
formation with the desired properties. Here are some results which help in
constructing symplectic transformations.

The differential form

Ω =
1

2

2n
∑

i=1

2n
∑

j=1

Jijdz
i ∧ dzj =

n
∑

i=1

dzi ∧ dzi+n =

n
∑

i=1

dui ∧ dvi = du ∧ dv

is the standard symplectic form.

Proposition 3.2.4. A transformation z −→ ζ is symplectic if and only if it
preserves the standard symplectic form, i.e.,

n
∑

i=1

dzi ∧ dzi+n =

n
∑

i=1

dζi ∧ dζi+n.

See [1, 51].
For example, the change from rectangular coordinates u, v to polar co-

ordinates r, θ is not symplectic since du ∧ dv = r dr ∧ dθ. But by defining
I = r2/2 = (u2 + v2)/2, we have du ∧ dv = dI ∧ dθ, so the transforma-
tion u, v −→ I, θ is symplectic and I, θ are symplectic coordinates. They are
known as action-angle variables.

3.3 Generating Functions

Use classical notation z = (u, v) so that the standard symplectic form is

Ω =

n
∑

i=1

dui ∧ dvi = du∧ dv.

Let ū = ū(u, v), v̄ = v̄(u, v) be a change of variables, and assume that the
functions ū and v̄ are defined in a ball in R2n. This change of variables is
symplectic if and only if
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du ∧ dv = dū∧ dv̄.
This is equivalent to d(u dv− ū dv̄) = 0 or that σ1 = u dv− ū dv̄ is closed. σ1

is closed if and only if σ2 = σ1 + d(ūv̄) = udv + v̄dū is closed. In a similar
manner, the change of variables ū = ū(u, v), v̄ = v̄(u, v) is symplectic if and
only if any one of the following forms is closed:

σ1 = u dv − ū dv̄, σ2 = u dv + v̄ dū,

σ3 = v du− v̄ dū, σ4 = v du+ ū dv̄.
(3.6)

Since the functions ū and v̄ are defined in a ball, closed forms are exact by
Poincaré’s lemma; so the change of variables is symplectic if and only if one
of the functions S1, S2, S3, S4 exists and satisfies one of

dS1(v, v̄) = σ1, dS2(v, ū) = σ2,

dS3(u, ū) = σ3, dS4(u, v̄) = σ4.

In the above formulas, there is an implied summation over the components.
These statements give an easy way to construct a symplectic change of

variables. Assume that there exists a function S1(v, v̄) such that dS1 = σ1;
then

dS1 =
∂S1

∂v
dv +

∂S1

∂v̄
dv̄ = u dv − ū dv̄.

So if

u =
∂S1

∂v
(v, v̄), ū = −∂S1

∂v̄
(v, v̄) (3.7)

defines a change of variables from (u, v) to (ū, v̄), then it is symplectic. By
the implicit function theorem, the first equations in (3.7) is solvable for v̄
as a function of u and v when the Hessian of S1 is nonsingular. Replacing
v̄ = v̄(u, v) into the second equation gives ū = ū(u, v) and this defines a
symplectic change of coordinates. In a similar manner we have

Proposition 3.3.1. The following define a local symplectic change of vari-
ables:

u =
∂S1

∂v
(v, v̄), ū = −∂S1

∂v̄
(v, v̄) when

∂2S1

∂v∂v̄
is nonsingular;

u =
∂S2

∂v
(v, ū), v̄ =

∂S2

∂ū
(v, ū) when

∂2S2

∂v∂ū
is nonsingular;

v =
∂S3

∂u
(u, ū), v̄ = −∂S3

∂ū
(u, ū) when

∂2S3

∂u∂ū
is nonsingular;

v =
∂S4

∂u
(u, v̄), ū =

∂S4

∂v̄
(u, v̄) when

∂2S4

∂u∂v̄
is nonsingular.

(3.8)
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(Remark: In the above the partial derivatives are to be column vectors.) The
functions Si are called generating functions. For example, if S2(v, ū) = vū,
then the identity transformation ū = u, v̄ = v is symplectic, and if S1(v, v̄) =
vv̄, then the switching of variables ū = −u, v̄ = v is symplectic.

If we are given a point transformation ū = f(u) with ∂f/∂u invertible,
then the transformation can be extended to a symplectic transformation by
defining S4(u, v̄) = f(u)T v̄ and

v =
∂f

∂u
(u)v̄, ū = f(u).

These transformations are called Mathieu transformations. The particular
case in which f(u) = ATu, where A is a nonsingular n × n matrix gives the
linear symplectic transformation whose matrix is

(

AT 0
0 A−1

)

.

3.4 Rotating Coordinates

Let J = J2 =

(

0 1
−1 0

)

, exp(ωJt) =

(

cosωt sinωt
− sinωt cosωt

)

be 2 × 2 matrices,

and consider the planar N -body problem; so the vectors qi,pi are 2-vectors.
Introduce a set of coordinates that uniformly rotate with frequency ω by

qi = exp(ωJt)qi, pi = exp(ωJt)pi.

Since J is skew-symmetric, exp(ωJt) is orthogonal for all t, so the change of
variables is symplectic. The remainder function is −∑ωqT

i Jpi, and so the
Hamiltonian of the N -body problem in rotating coordinates is

H =

N
∑

i=1

‖pi‖2

2mi
−

N
∑

i=1

ωqT
i Jpi −

∑

1≤i,j≤N

mimj

‖qi − qj‖
.

The remainder term gives rise to extra terms in the equations of motion which
are sometimes called Coriolis forces.

The equations of motion are

q̇i =
∂H

∂pi
=

pi

mi
+ ωJqi,

ṗi = −∂H
∂qi

= ωJpi +

N
∑

j=1

mimj(qj − qi)

‖qj − qj‖3
.

(3.9)
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Usually, we will take ω = 1 in our discussions. A great deal of the dis-
cussion of the N -body problem in the following chapters will be in rotating
coordinates. Fixed coordinates will be in a boldface font and rotating coor-
dinates will be in a regular font.

The Kepler problem in rotating coordinates is

H =
‖p‖2

2
− qTJp− µ

‖q‖ .

We can use rotating coordinates for the spatial problem also. Let

J = J∗ =





0 1 0
−1 0 0
0 0 0



 , exp(ωJt) =





cosωt sinωt 0
− sinωt cosωt 0

0 0 1





be 3 × 3 matrices, and consider the spatial N -body problem; so the vectors
qi,pi are 3-vectors. Introduce a set of coordinates that uniformly rotate about
the q3 axis with frequency ω by

qi = exp(ωJt)qi, pi = exp(ωJt)pi.

The Hamiltonian has the same form as for the planar problem with the new
definition of J .

3.5 Jacobi Coordinates

Jacobi coordinates are ideal for the problems considered in this book for
several reasons. First, one coordinate locates the center of mass of the sys-
tem; thus it can be set to zero and ignored in subsequent considerations.
This accomplishes the first reduction of the dimension of the problem — see
Chapter 5 on reduction. Second, another coordinate is the vector from one
particle to another, so it can be easily scaled in the problem in which two
of the particles are close — see Chapter 9 on lunar orbits. Third, another
coordinate is the vector to one particle from the center of mass of the other
particles, and it can be easily scaled in the problem in which one particle is
far from the others — see Chapter 10 on comet orbits. Last, the Hamiltonian
and angular momentum are relatively simple in these coordinates.

Because of the nature of the problems considered in this book, it is neces-
sary to discuss the N - and (N+1)-body problems simultaneously and in fixed
and rotating coordinates. For later applications, it is convenient to consider
the (N + 1)-body problem here and to index the masses, position vectors,
and momentum vectors from 0 to N . Jacobi coordinates to be introduced now
work in fixed and rotating coordinates. Since we will use rotating coordinates
more often, this discussion will be for rotating coordinates. The treatment
for fixed coordinates is the same.
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Let q0, q1, . . . , qN , p0, . . . , pN be the rotating coordinates used in the pre-
vious sections. Set g0 = q0 and µ0 = m0. Define a sequence of point trans-
formations by

Tk :

xk = qk − gk−1,

gk =
1

µk
(mkqk + µk−1gk−1),

µk = mk + µk−1

(3.10)

for k = 1, . . . , N . Thus µk is the total mass and gk is the center of mass
of the particles with index 0, 1, . . . , k. The vector xk is the position of the
kth particle relative to the center of mass of the previous particles. Con-
sider Tk as a change of coordinates from gk−1, x1, . . . , xk−1, qk, . . . , qN to
gk, x1, . . . , xk, qk+1, . . . , qN or simply from gk−1, qk to gk, xk. The inverse of
Tk is

T−1
k :

qk =
µk−1

µk
xk + gk,

gk−1 = −mk

µk
xk + gk.

(3.11)

In order to make the linear symplectic extension of Tk (the Mathieu trans-
formation), define G0 = p0 and

Qk :

yk =
µk−1

µk
pk − mk

µk
Gk−1,

Gk = pk +Gk−1

(3.12)

and

Q−1
k :

pk = yk +
mk

µk
Gk,

Gk−1 = −yk +
µk−1

µk
Gk.

(3.13)

If we denote the coefficient matrix in (3.10) by A, then the coefficient matrices
in (3.11), (3.12), and (3.13) are A−1, AT−1, and AT , respectively, and the
pair Tk, Qk is a symplectic change of coordinates.

An easy calculation yields

gT
k−1JGk−1 + qT

k Jpk = gT
k JGk + xT

k Jyk (3.14)

and

1

2µk−1
‖Gk−1‖2 +

1

2mk
‖pk‖2 =

1

2µk
|Gk‖2 +

1

2Mk
‖yk‖2, (3.15)

where Mk = mkµk−1/µk.
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Since each transformation Tk, Qk is symplectic for k = 1, . . . , N , the com-
position of them is symplectic and so the change of variables from q0, . . . , qN ,
p0, . . . , pN to gN , x1, . . . , xN , GN , y1, . . . , yN is symplectic. A simple induction
on (3.14) and (3.15) shows that kinetic energy is

K =

N
∑

i=0

1

2mi
‖pi‖2 =

1

2µN
‖Gn‖2 +

N
∑

i=1

1

2Mi
‖yi‖2 (3.16)

and total angular momentum O is

O =

N
∑

i=0

qT
i Jpi = gT

NJGN +

N
∑

i=1

xT
i Jyi. (3.17)

Also gN is the center of mass of the system and GN is total linear momentum.
This inductive definition does not lend itself to simple formulas for the

x’s and y’s in terms of the q’s and p’s, but we require only a few special
properties of this representation. First note from (3.10) that

x1 = q1 − q0. (3.18)

We claim that

q0 = gk −
k
∑

l=1

ml

µl
xl for k = 1, . . . , N. (3.19)

Equation (3.19) is true when k = 1 since (3.11) gives g0 = (−m1/µ1)x1 + g1
and g0 = q0. Assume (3.19) for k − 1. So q0 = gk−1 −

∑k−1
l=1 (ml/µl)xl, but

by (3.11) again, we have gk−1 = (−mk/µk)xk + gk, and these two formulas
yield (3.19).

Finally, we claim that

qj − qi = xj +

j−1
∑

l=1

ajilxl for 0 ≤ i < j ≤ N, (3.20)

where ajil are constants. We prove (3.20) by induction on j. For j = 1, this
is just (3.18). Now assume (3.20) for j − 1. We need only consider j > i and
so

qj − qi = (qj − q0) − (qi − q0). (3.21)

By (3.19), we have q0 = gj−1−
∑j−1

l=1 (ml/µl)xl and by (3.10), qj = xj +gj−1.

Since i < j, the induction hypothesis yields qi − q0 = xi +
∑i−1

l=1 ai0lxl.
Substituting these last three relations into (3.21) yields (3.20).

Let dji = qj − qi = xj +
∑j−1

l=1 ajilxl. The Hamiltonian of the (N+1)-body
problem in rotating Jacobi coordinates becomes
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H =
1

2µN
‖GN‖2 +

N
∑

i=1

1

2Mi
‖yi‖2 − gT

NJGN

−
N
∑

i=1

xT
i Jyi −

∑

0≤i<j≤N

mimj

‖dij‖
.

(3.22)

By (3.20), the last term in (3.22), the potential energy, is independent of gN ,
and so the equations for gN and GN are

ġN = JgN +
1

µN
GN , ĠN = JGN . (3.23)

Thus the Hamiltonian of the N -body problem in rotating Jacobi coordinates
on the invariant space where gN = GN = 0 is

H =

N
∑

i=1

(

1

2Mi
‖yi‖2 − xT

i Jyi

)

−
∑

0≤i<j≤N

mimj

‖dji‖
. (3.24)

In a similar manner, the Hamiltonian of the N -body problem in fixed Ja-
cobi coordinates g,x1, . . . ,xN ,GN ,y1, . . . ,yN on the invariant space where
gN = GN = 0 is

H =

N
∑

i=1

1

2Mi
‖yi‖2 −

∑

0≤i<j≤N

mimj

‖dji‖
. (3.25)

Fig. 3.1. Three-body problem in Jacobi coordinates

Consider the two-body problem in fixed Jacobi coordinates. When N = 1
and g1 = G1 = 0, the Hamiltonian takes the simple form
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H =
‖y‖2

2M
− m1m2

‖x‖ ,

where y = y1, x = x1 = q1 − q0, M = m0m1/(m0 +m1). This is just the
Kepler problem, so in Jacobi coordinates the two-body problem is just the
Kepler problem. This says that the motion of the moon, when viewed from
the earth, is as if the earth is a fixed body and the moon is attracted to the
earth as a central force. (Is the earth the center of the universe?)

Now consider the three-body problem in fixed Jacobi coordinates. In the
three-body problems, the distances between the bodies and hence the poten-
tial are not too complicated in Jacobi coordinates. Moreover, the Hamiltonian
of the three-body problem in Jacobi coordinates will be transformed to polar
coordinates in the next section, which will be used in Chapter 7 to under-
stand reduction of the three-body problem and to establish the existence of
periodic solutions for two small masses (Poincaré’s periodic solutions of the
first kind).

Let

M1 =
m0m1

m0 +m1
, M2 =

m2(m0 +m1)

m0 +m1 +m2
,

α0 =
m0

m0 +m1
, α1 =

m1

m0 +m1
.

Then the Hamiltonian of the three-body problem with center of mass fixed
at the origin and zero linear momentum in Jacobi coordinates is

H =
‖y1‖2

2M1
+

‖y2‖2

2M2
− m0m1

‖x1‖
− m1m2

‖x2 − α0x1‖
− m2m0

‖x2 + α1x1‖
.

See Figure 3.1. Sometimes one numbers theN bodies from 1 to N. In this case
all the subscripts in the above except the subscripts of the α′s are increased
by 1, which looks nicer to some people.

3.6 Action-Angle and Polar Coordinates

There are two forms of polar coordinates in symplectic geometry. First let
q,p be rectangular coordinates in the plane, so q ∈ R1 and p ∈ R1. That
is, we are considering a one degree of freedom problem. The change from
the rectangular coordinates q,p to the usual polar coordinates r, θ is not
symplectic, but

dq ∧ dp = r dr ∧ dθ = d(r2/2) ∧ dθ = dI ∧ dθ,

I =
1

2
(q2 + p2), θ = arctan

p

q
,
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q =
√

2I cos θ, p =
√

2I sin θ.

Therefore, I, θ are symplectic (or canonical) coordinates called action-angle
coordinates. The harmonic oscillator ξ̈ + ω2ξ = 0, if we set q = ωξ, p = ξ̇
can be written as a Hamiltonian system with Hamiltonian

H =
ω

2
(q2 + p2) = ωI,

and in action-angle coordinates, the equations of motion are

İ =
∂H

∂θ
= 0, θ̇ = −∂H

∂I
= −ω.

So the solutions move in a counterclockwise direction on the circles of constant
radius with uniform frequency ω.

Now consider a two degrees of freedom problem with rectangular coordi-
nates q = (q1,q2) with their conjugate momentum p = (p1,p2). Consider
the symplectic extension of polar coordinates in the q plane — i.e., we wish
to change to polar coordinates r, θ in the q-plane. Thus we need to extend
this point transformation to a symplectic change of variables. Let R,Θ be
conjugate to r, θ. Take as a generating function

S = p1r cos θ + p2r sin θ,

so that

q1 =
∂S

∂p1
= r cos θ, q2 =

∂S

∂p2
= r sin θ,

R =
∂S

∂r
= p1 cos θ + p2 sin θ =

q1p1 + q2p2

r
,

Θ =
∂S

∂θ
= −p1r sin θ+ p2r cos θ = q1p2 − q2p1.

If we think of a particle of mass m = 1 moving in the plane, then p1 = q̇1

and p2 = q̇2 are linear momenta in the q1 and q2 directions; thus R = ṙ is
linear momentum in the r direction and Θ = q1q̇2 − q2q̇1 = r2θ̇ is angular
momentum. The inverse transformation is

p1 = R cos θ− Θ

r
sin θ, p2 = R sin θ +

Θ

r
cos θ.

The Hamiltonian of Kepler’s problem in polar coordinates is

H =
1

2

(

R2 +
Θ2

r2

)

− µ

r
.

SinceH is independent of θ, it is an ignorable coordinate, and Θ is an integral.
These coordinates are used to solve the Kepler problem below.

The Hamiltonian of Kepler’s problem in rotating polar coordinates is
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H =
1

2

(

R2 +
Θ2

r2

)

−Θ − µ

r
.

Again H is independent of θ, it is an ignorable coordinate, and Θ is an
integral.

Consider the three-body problem in fixed Jacobi coordinates with center
of mass at the origin and linear momentum zero. Introduce polar coordinates
for x1 and x2 . That is, let

x1 = (r1 cos θ1, r1 sin θ1), x2 = (r2 cos θ2 , r2 sin θ2),

y1 = (R1 cos θ1 − (Θ1/r1) sin θ1, R1 sin θ1 + (Θ1/r1) cos θ1),

y2 = (R2 cos θ2 − (Θ2/r2) sin θ2, R2 sin θ2 + (Θ2/r2) cos θ2),

so the Hamiltonian of the three-body problem in Jacobi-polar coordinates
becomes

H =
1

2M1

{

R2
1 +

(

Θ2
1

r21

)}

+
1

2M2

{

R2
2 +

(

Θ2
2

r22

)}

− m0m1

r1

− m0m2
√

r22 + α2
1r

2
1 + 2α1r1r2 cos(θ2 − θ1)

− m1m2
√

r22 + α2
0r

2
1 − 2α0r1r2 cos(θ2 − θ1)

(3.26)

The constants are the same as before. Note that the Hamiltonian depends
only on the difference of the polar angles, that is, on θ2 − θ1.

3.7 Solution of the Kepler Problem

Recall that the Hamiltonian of the Kepler problem is

H =
‖p‖2

2
− µ

‖q‖ ,

where q ∈ R3 is the position vector of the particle in a fixed coordinate
system, p ∈ R3 is its momentum, and µ is a constant. Also O = q × p,
angular momentum, is constant along the solutions, so the three components
of O are integrals. If O = 0, then the motion is collinear. In this case the
integrals are elementary and one obtains simple formulas for the solutions.

If O 6= 0, then both q and p = q̇ are orthogonal to O, so the motion
takes place in the plane orthogonal to O. This plane is called the invariant
plane. In this case take one coordinate axis, say the last, to point along O,
so that the motion is in a coordinate plane. The equations of motion in this
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coordinate plane have the same form as above, but now q ∈ R2. In the
planar problem, only the component of angular momentum perpendicular to
the plane is nontrivial; so the problem is reduced to a problem of two degrees
of freedom with one integral. Such a problem is solvable “up to quadrature.”
It turns out that the problem is solvable (well, almost) in terms of elementary
functions.

The Hamiltonian of the planar Kepler problem in polar coordinates is

H =
1

2

(

R2 +
Θ2

r2

)

− µ

r
.

SinceH is independent of θ, it is an ignorable coordinate, and Θ is an integral.
The equations of motion are

ṙ = R, θ̇ =
Θ

r2
,

Ṙ =
Θ2

r3
− µ

r2
, Θ̇ = 0.

These equations imply that angular momentum Θ is constant, say c; then

r̈ = Ṙ = c2/r3 − µ/r2.

This is a one degree of freedom equation for r, so it is easily solvable. The
equation for r can be solved explicitly.

Assume c 6= 0, so the notion is not collinear. Make the changes of variables
u = 1/r and dt = (r2/c)dθ so that

r̈ =
c

r2
d

dθ

(

c

r2
dr

dθ

)

= c2u2 d

dθ

(

u2du
−1

dθ

)

= −c2u2u′ ′ − c2

r3
+
µ

r2
= −c2u3 + µu2,

or

u′ ′ + u = µ/c2,

where ′ = d/dθ. This equation is just the nonhomogeneous harmonic oscilla-
tor, which has the general solution u = µ/c2(1 + e cos(θ− g)), where e and g
are integration constants. Let f = θ − g; then

r =
c2/µ

1 + e cos f
. (3.27)

This is the equation of a conic section in polar coordinates. Consider a
line ` in Figure 3.2 which is perpendicular to the ray at angle g through the
origin and at a distance c2/eµ. Rewrite (3.27) as
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Fig. 3.2. An elliptic orbit

r = e

(

c2

eµ
− r cos f

)

,

which says that the distance of the particle to the origin, r, is equal to e times
the distance of the particle to the line ` , c2/eµ− r cos f . This is one of the
many definitions of a conic section. One focus is at the origin. The parameter
e is the eccentricity. The locus is circle if e = 0, an ellipse if 0 < e < 1, a
parabola if e = 1, and a hyperbola if e > 0.

The point of closest approach, p in Figure 3.2, is called the perihelion if
the sun is the attractor at the origin or the perigee if the earth is. The angle
f is called the true anomaly and g the argument of the perihelion (perigee).

3.8 Spherical Coordinates

Usually the three dimensional Kepler problem is reduced to the planar prob-
lem because conservation of angular momentum implies that the motion takes
place in a plane perpendicular to the angular momentum vector. However,
sometimes spherical coordinates are useful. This section could be skipped on
the first reading.

Consider the standard spherical coordinates (ρ, θ, φ), the radius, longi-
tude, and co-latitude, i.e. define spherical coordinates by

q1 = ρ sin φ cos θ, q2 = ρ sinφ sin θ, q3 = ρ cos φ.

To extend this point transformation use Mathieu generating function



34 3. Hamiltonian Systems

S = p1ρ sinφ cos θ + p2ρ sinφ sin θ + p3ρ cos φ,

so

P =
∂S

∂ρ
= p1 sinφ cos θ+ p2 sinφ sin θ + p3 cosφ

= (q1p1 + q2p2 + q3p3)/ρ = ρ̇,

Θ =
∂S

∂θ
= −p1ρ sinφ sin θ + p2ρ sin φ cos θ

= −p1q2 + p2q1 = ρ2θ̇

Φ =
∂S

∂φ
= p1ρ cos φ cos θ + p2ρ cos φ sin θ− p3ρ sinφ

= ρ2 cos2 φφ̇.

(3.28)

Thus R is radial momentum, and Θ is the q3-component of angular momen-
tum. From these expressions compute

p3 = P cosφ− (Φ/ρ) sinφ,

P sinφ+ (Φ/ρ) cos φ = p1 cos θ + p2 sin θ,

Θ/(ρ sinφ) = −p1 sin θ + p2 cos θ.

From the last two formulas compute p2
1 + p2

2 without computing p1 and
p2. You will find that the Hamiltonian of the Kepler problem in spherical
coordinates is

H =
1

2

{

P 2 +
Φ2

ρ2
+

Θ2

ρ2 sin2 φ

}

− 1

ρ
(3.29)

and the equations of motion are

ρ̇ = HP = P, Ṗ = −Hρ =
Φ2

ρ3
+

Θ2

ρ3 sin2 φ
− 1

ρ2
,

θ̇ = HΘ =
Θ

ρ2 sin2 φ
, Θ̇ = −Hθ = 0

φ̇ = HΦ =
Φ

ρ2
, Φ̇ = −Hφ =

(

Θ2

ρ2

)

cosφ

sin3 φ
.

Clearly, Θ, the q3-component of angular momentum, is an integral, but
so is G defined by

G2 =

(

Θ2

sin2 φ
+ Φ2

)

. (3.30)
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Later, we shall show that G is the magnitude of total angular momentum.
Now what is the invariant plane in these coordinates? The equation of a

plane through the origin is of the form αq1 + βq2 + γq3 = 0 or in spherical
coordinates

α sinφ cos θ + β sinφ sin θ + γ cosφ = 0

or
a sin(θ − θ0) = b cotφ.

Let the plane meet the q1,q2-plane in a line through the origin with polar
angle θ = Ω (the longitude of the node) and be inclined to the q1,q2-plane
by an angle i (the inclination).

When θ = Ω, φ = π/2 so we may take θ0 = Ω. Let φm be the minimum
φ takes on the plane, so φm + i = π/2. φm gives the maximum value of
cotφ and sin has its maximum value of +1. Thus a = b cotφm or a sinφm =
b cosφm. Take a = cos φm = sin i and b = sinφm = cos i. Therefore, the
equation of a plane in spherical coordinates with the longitude of the node
Ω and inclination i is

sin i sin(θ −Ω) = cos i cotφ.

Use (3.30) to solve for Φ and substitute it into the equation for φ̇, then
eliminate ρ2 from the equations for φ̇ and θ̇, to obtain

φ̇ =
Φ

ρ2
=

{

G2 − Θ2

sin2 φ

}1/2
1

ρ2
=

{

G2 − Θ2

sin2 φ

}1/2
{

sin2 φθ̇

Θ

}

.

Separate variables and let θ = Ω when φ = π/2, so that Ω is the longitude
of the node. Thus

∫ φ

0

{

G2 − Θ2

sin2 φ

}−1/2

sin−2 φdφ =

∫ θ

Ω

Θ−1dθ = (θ − Ω)/Θ

−
∫ u

0

{G2 −Θ2(1 + u2)}−1/2du =

−Θ−1

∫ u

0

{β2 − u2}−1/2du =

Θ−1 sin−1(u/β) =

The first substitution is u = cotφ and β is defined by β2 = (G2−Θ2)/Θ2.
Therefore,

− cot φ = ±β sin(θ −Ω).

Finally



36 3. Hamiltonian Systems

cos i cot φ = sin i sin(θ −Ω) (3.31)

where

β2 =
G2 −Θ2

Θ2
= tan2 i =

sin2 i

cos2 i
. (3.32)

Equation (3.31) is the equation of the invariant plane. The above gives Θ =
±G cos i. Since i is the inclination and Θ is the z-component of angular
momentum this means that G is the magnitude of total angular momentum.
In the above take θ0 to be Ω the longitude of the node.

3.9 Symplectic Scaling

If instead of satisfying (3.5) transformation Z = T (t, z) satisfies

µJ =
∂T

∂z

T

J
∂T

∂z
,

where µ is some nonzero constant, then Z = T (t, z) is called a symplectic
transformation (map, change of variables, etc.) with multiplier µ. Equation
(3.3) becomes

Ż = µJ∇ZH(t, Z) + J∇ZR(t, Z),

where all the symbols have the same meaning as before. In the time-
independent case, we simply multiply the Hamiltonian by µ. Let us look
at a simple application.

Consider a Hamiltonian which has a critical point at the origin, so

H(z) =
1

2
zTSz +K(z),

where S is the Hessian of H at z = 0 and K vanishes along with its first and
second partial derivatives at the origin. The change of variables z = εZ or
Z = T (z) = ε−1z is a symplectic change of variables with multiplier ε−2, so
the Hamiltonian becomes

H(Z) =
1

2
ZTSZ + ε−2K(εZ) =

1

2
ZTSZ +O(ε).

In the above, the classical notation O(ε) of perturbation theory is used. Since
K is at least third order at the origin, there is a constant C such that |
ε−2K(εZ) |≤ Cε for Z in a neighborhood of the origin and ε small, which is
written ε−2K(εZ) = O(ε). The equations of motion become

Ż = AZ +O(ε), A = JS.
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If ‖Z‖ is about 1 and ε is small, then z is small: thus the above transformation
is useful in studying the equations near the critical point. To the lowest order
in ε the equations are linear, so close to the critical point, the linear terms
are the most important terms. This is an example of what is called scaling
variables, and ε is called the scale parameter. To avoid the growth of symbols,
one often says: scale by z → εz, which means replace z by εz everywhere.
This would have the effect of changing Z back to z. It must be remembered
that scaling is really changing variables.

3.10 Problems

1 Show that a 2 × 2 matrix T is symplectic if and only if det T = 1.
2 Show that if T and S are symplectic matrices then so are T−1, TT , and

TS.
3 Find the equilibrium points of the Kepler problem in rotating polar coor-

dinates. What do these equilibrium correspond to in non-rotating coor-
dinates? Analyze the linearized equations about this equilibrium point.

4 What is the Hamiltonian of the Kepler problem in rotating-spherical coor-
dinates?

5 The Hamiltonian of the three body problem in Jacobi-polar coordinates
(3.26) depends only on θ2 − θ1. Make the symplectic change of variables

φ1 = θ1, φ2 = θ2 − θ1,

Φ1 = Θ1 +Θ2, Φ2 = Θ2.

Show that the Hamiltonian is independent of φ1 (it is an ignorable coordi-
nate) and that its conjugate Φ1, total angular momentum, is a constant.

6 Show that when angular momentum is zero, O = 0, for Kepler’s problem
that the motion is collinear. Explicitly solve the Kepler’s problem in this
case.

7 Show that scaling the Hamiltonian by H → ν−1t has the effect of scaling
time by t→ νt.
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4. Central Configurations

The N -body problem for N > 2 has resisted all attempts to be solved; indeed
it is generally believed that the problem cannot be integrated in the classi-
cal sense. Over the years, many special types of solutions have been found
using various mathematical techniques. In this chapter we shall find certain
solutions by the time-honored method of guess and test.

These solutions, called central configuration solutions, are important in
celestial mechanics for several reasons. As the particles of the N -body prob-
lem tend to collision or expand to infinity, the positions of the particles tend
to a central configuration — see [70]. For us, the planar central configura-
tions give rise to simple periodic solutions which will be used to establish
other periodic solutions in the later chapters.

4.1 Equilibrium Solutions

The simplest type of solution one might look for is the equilibrium solution.
From (2.1) or (2.3), an equilibrium solution would have to satisfy

∂U

∂q i

= 0 for i = 1, . . . , N. (4.1)

However, U is homogeneous of degree −1, and so by Euler’s theorem on
homogeneous functions,

∑

qi
∂U

∂q i

= −U. (4.2)

Since U is the sum of positive terms, it is positive, but by (4.1) the left-hand
side of (4.2) is zero, which is a contradiction. Thus there are no equilibrium
solutions of the N -body problem.

4.2 Equations for a Central Configuration

To seek collinear solutions of (2.1), try qi(t) = φ(t)ai, where the ai’s are
constant vectors in R2 or R3 and φ(t) is a scalar-valued function. Substituting
into (2.1) and rearranging, we have
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|φ|3φ−1φ̈miai =
N
∑

j=1,j 6=i

mimj(aj − ai)

‖aj − ai‖3
. (4.3)

Since the right-hand side is constant, the left-hand side must be constant
also; therefore, (4.3) has a solution if there exist a scalar function φ(t), a
constant λ, and constant vectors ai such that

φ̈ = − λφ

| φ |3 (4.4)

and

−λmiai =

N
∑

j=1,j 6=i

mimj(aj − ai)

‖aj − ai‖3
for i = 1, . . . , N. (4.5)

Equation (4.4) is a simple ordinary differential equation (the one-dimensional
Kepler problem!) and so has many solutions. For example, one solution is
αt2/3, where α3 = 9λ/2. This is a solution which goes from zero to infinity
as t goes from zero to infinity. The complete analysis of (4.4) is left to the
problems. Equation (4.5) is a nontrivial system of nonlinear algebraic equa-
tions. The complete solution is known only for N = 2, 3, but there are many
special solutions known. A configuration of the N particles given by constant
vectors a1, . . . , aN satisfying (4.5) for some λ is called a central configura-
tion (or c.c. for short). Central configurations are important in the study of
the total collapse of the N -body problem, because it can be shown that the
limiting configuration of the N -particles as they tend to a total collapse is a
central configuration.

Note that any uniform scaling of a c.c. is also a c.c. In order to measure
the size of the N -body system, we define the moment of inertia of the system
as

I =
1

2

N
∑

i=1

mi‖qi‖2. (4.6)

Now (4.5) can be rewritten as

∂U

∂q
(a) + λ

∂I

∂q
(a) = 0, (4.7)

where q = (q1, . . . ,qN) and a = (a1, . . . , aN). The constant λ can be con-
sidered as a Lagrange multiplier, so a central configuration is a critical point
of the self-potential U restricted to a constant moment of inertia manifold,
I = I0, a constant. Fixing I0 fixes the scale.

Let a be a central configuration. U is homogeneous of degree −1 and I is
homogeneous of degree 2. By taking the dot product of the vector a with the
equation in (4.7) and applying Euler’s theorem on homogeneous functions,
we find that −U + 2λI = 0 or
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λ =
U(a)

2I(a)
> 0. (4.8)

Summing (4.5) on i gives
∑

miai = 0, so the center of mass is at the origin.
If A is an orthogonal matrix, either 3×3 in general or 2×2 in the planar case,
then clearly Aa = (Aa1, . . . , AaN) is a c.c. also with the same λ. If τ 6= 0,
then (τa1, τa2, . . . , τaN) is a c.c. also with λ replaced by λ/τ3. Thus any
configuration similar to a c.c. is a c.c. When counting c.c., one only counts
similarity classes.

4.3 Relative Equilibrium

Now consider the planar N -body problem, so all the vectors lie in R2. Iden-
tify R2 with the complex plane C by considering the qi,pi, etc., as complex
numbers. Seek a homographic solution of (2.1) by letting qi(t) = φ(t)ai,
where the ai’s are constant complex numbers and φ(t) is a time-dependent
complex-valued function. Geometrically, multiplication by a complex num-
ber is a rotation followed by a dilation or expansion, i.e., a homography.
Thus we seek a solution such that the configuration of the particles is al-
ways homographically equivalent to a fixed configuration. Substituting this
guess into (2.1) and rearranging gives the same equation (4.3), and the same
argument gives equations (4.4), which are now the two-dimensional Kepler
problem, and equation (4.5). That is, if we have a solution of (4.5) in which
the ai’s are planar, then there is a solution of the N -body problem of the
form qi = φ(t)ai, where φ(t) is any solution of the planar Kepler problem,
e.g., circular, elliptic, etc.

Consider the N -body problem (3.9) in rotating coordinates q1, . . . , qN ,
p1, . . . , pN . An equilibrium solution qi = ai, pi = bi of the N -body problem
in rotating coordinates is called a relative equilibrium and must satisfy

bi
mi

+ ωJai = 0, ωJbi +

N
∑

j=1,j 6=i

mimj(aj − ai)

‖aj − ai‖3
for i = 1, . . . , N,

and so the ai’s must satisfy

−ω2miai =

N
∑

j=1,j 6=i

mimj(aj − ai)

‖aj − ai‖3
for i = 1, . . . , N.

This is the same as (4.5) with λ = ω2. Thus a planar central configuration
gives rise to a relative equilibrium.

The eigenvalues of the linearization of the equations of motion about a
relative equilibrium are called the exponents of the relative equilibrium and
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the characteristic polynomial of the linearized equations is called the charac-
teristic polynomial of the relative equilibrium. In rotating Jacobi coordinates
the four dimensional symplectic subspace where the center of mass is at the
origin (gN = 0) and linear momentum is zero (GN = 0) is invariant and
(3.23) are the equations of motion on this subspace. Equations (3.23) are
linear and the characteristic polynomial of this system is (λ2 + 1)2. Thus,
the characteristic polynomial p(λ) of a relative equilibrium has (λ2 + 1)2 as
a factor.

4.4 Lagrangian Solutions

Consider the c.c. formula (4.5) for the planar three-body problem. Then we
seek six unknowns, two components each for a1, a2, a3. If we hold the center
of mass at the origin, we can eliminate two variables; if we fix the moment
of inertia I, we can reduce the dimension by one; and if we identify two
configurations which differ by a rotation only, we can reduce the dimension
by one again. Thus in theory we can reduce the problem by four dimensions,
so that we have a problem of finding critical points of a function on a two-
dimensional manifold. This reduction is difficult in general, but there is a
trick that works well for the planar three-body problem.

Let ρij = ‖qi −qj‖ denote the distance between the ith and jth particles.
Once the center of mass is fixed at the origin and two rotationally equivalent
configurations are identified, then the three variables ρ12, ρ23, ρ31 are local
coordinates near a non-collinear configuration. The function U is already
written in terms of these variables, since

U =

(

m1m2

ρ12
+
m2m3

ρ23
+
m3m1

ρ31

)

. (4.9)

Let M be the total mass, i.e., M =
∑

mi, and assume the center of mass is
at the origin; then

∑

i

∑

j mimjρ
2
ij =

∑

i

∑

j mimj‖qi − qj‖2

=
∑

i

∑

j mimj‖qi‖2 − 2
∑

i

∑

j mimj(qi,qj)

+
∑

i

∑

j mimj‖qj‖2

= 2MI− 2
∑

i mi(qi,
∑

j mjqj) + 2MI

= 4MI.

Thus if the center of mass is fixed at the origin, then
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I =
1

4M

∑

i

∑

j

mimjρ
2
ij . (4.10)

So I can be written in terms of the mutual distances also. Holding I fixed is
the same as holding Ī = 1

2
(m1m2ρ

2
12 +m2m3ρ

2
23 +m3m1ρ

2
31) fixed. Thus the

condition for U to have a critical point on the set Ī = constant is

−mimj

ρ2
ij

+ λmimjρij = 0 for (i, j) = (1, 2), (2, 3), (3, 1), (4.11)

which clearly has as its only solution ρ12 = ρ23 = ρ31 = λ−1/3. This solution
is an equilateral triangle with λ as a scale parameter; it is attributed to
Lagrange.

Theorem 4.4.1. For any values of the masses, there are two and only two
non-collinear central configurations for the three-body problem, namely, the
three particles at the vertices of an equilateral triangle. The two solutions
correspond to the two orientations of the triangle when labeled by the masses.

It is trivial to see in these coordinates that the equilateral triangle c.c. is
a nondegenerate minimum of the self-potential U.

4.5 Euler-Moulton Solutions

Consider the collinear N -body problem, so q = (q1, . . . ,qN) ∈ RN . Set
S′ = {q ∈ RN : I(q) = 1}, an ellipsoid or topological sphere of dimension
N − 1 in RN ; set G = {C(q) =

∑

miqi = 0}, a plane of dimension N − 1
in RN ; and let S = S′ ∩ G, a sphere of dimension N − 2 in the plane G.
(See Figure 4.1, where N = 3, S′ is a two-sphere, G is a plane, and S is a
great circle.) Let ∆′

ij = {q ∈ RN : qi = qj} and ∆′ =
⋃

∆′
ij; so U is defined

and smooth on RN\∆′. Since ∆′ is a union of planes through the origin it
intersects S in spheres of dimension N − 3, denoted by ∆.

Let U be the restriction of U to S\∆; then a critical point of U is a
central configuration. Note that S\∆ has N ! connected components. This
is because a component of S\∆ corresponds to a particular ordering of the
qi’s. That is, to each connected component there is an ordering qi1 < qi2 <
... < qiN

, where (i1, i2, . . . , iN ) is a permutation of 1, 2, . . . , N . There are N !
such permutations. Since U → ∞ as q → ∆, the function U has at least one
minimum for each connected component. Thus there are at least N ! critical
points.

Let a be a critical point of U ; then a satisfies (4.5) and λ = U(a)/2I(a).
The derivative of U at a in the direction v = (v1, . . . , vN) ∈ TaS, where TaS
is the tangent space to S at a, is
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Fig. 4.1. The spaces S
′ and S for N = 3

DU(a)(v) = −
∑ mimj(vj − vi)

| aj − ai |
+ λ

∑

miaivi, (4.12)

and the second derivative is

D2U(a)(v, w) = 2
∑ mimj

| aj − ai |3
((wj −wi)(vj − vi))+λ

∑

miwivi. (4.13)

From the above, D2U(a)(v, v) > 0 when v 6= 0, so the Hessian is positive
definite at a critical point and each such critical point is a minimum of U .
Thus there can only be one critical point of U on each connected component,
or there are N ! critical points.

In counting the critical points above, we did not remove the symmetry
from the problem. The only one-dimensional orthogonal transformation is a
reflection in the origin. So, having counted a c.c. and its reflection, we have
counted each c.c. twice: thus we have

Theorem 4.5.1. ( Euler-Moulton) There are exactly N !/2 collinear central
configurations in the N -body problem, one for each ordering of the masses on
the line.

These c.c. are minima of U only on the line. It can be shown that they
are saddle points in the planar problem.



4.6 Central Configuration Coordinates 45

4.6 Central Configuration Coordinates

Consider the planar case. If (a1, . . . , aN) is a central configuration, then so is
(αAa1, . . . , αAaN), where α is a nonzero scalar and A ∈ SO(2,R) is the set
of 2×2 rotation matrices. Since the origin in R2N is a limit of central config-
urations, we shall consider it a central configuration also. Thus a central con-
figuration begets the set of central configurations Ca = {(αAa1, . . . , αAaN) :
α ∈ R,A ∈ SO(2,R)}. Not all the aj ’s are zero, so assume that a1 is nonzero.
Then {αAa1 : α ∈ R,A ∈ SO(2,R)} is clearly the plane, and this set is iso-
morphic to Ca. Thus Ca is a two-dimensional linear subspace of R2N .

The equations of motion admit angular momentum,

O =

N
∑

j=1

qT
j Jpj, (4.14)

as an integral. Define the critical set K ⊆ R4N\∆ as the set in which ∇H

and ∇O are dependent, i.e.,

K = {(q,p) ∈ R4N\∆ : α∇H(q,p)+β∇O(q,p) = 0, α, β ∈ R, α2 +β2 = 1}.
(4.15)

Since ∇H is never zero and ∇O is zero only at the origin, it is enough to
look for solutions where both α and β are nonzero. The point (q,p) = (a,b)
is in the critical set K if and only if

α
∂U

∂qi
+ βJpj = 0,

αpj

mj
= βJqj . (4.16)

If (a,b) ∈ K, then a = (a1, . . . , aN ) is a central configuration and (a,b) is a
relative equilibrium.

Let a = (a1, . . . , aN) be a specific central configuration scaled so that
∑

mj‖aj‖ = 1. Let C ′ = {(αAa1, . . . , αAaN) : α ∈ R,A ∈ SO(2,R)} as
above. Define C′ as the subset of R4N defined by

C′ = {(αAa1, . . . , αAaN ; βBm1a1, . . . , βBmNaN ) :

α, β ∈ R,A,B ∈ SO(2,R)}.

Proposition 4.6.1. C′ is a four-dimensional invariant linear symplectic sub-
space of R4N .

Proof. A symplectic basis for C′ is

u1 = (a1, . . . , aN ; 0, . . . , 0), u2 = (Ja1, . . . , JaN ; 0, . . . , 0),

v1 = (0, . . . , 0;m1a1, . . . , mNaN ), v2 = (0, . . . , 0;m1Ja1, . . . , mNJaN ).
(4.17)
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So C′ is a four-dimensional linear symplectic subspace of R4N .
For the moment, think of the vectors qj,pj, etc. as complex numbers.

Then the set C′ is defined by

C′ = {(za1, . . . , zaN ; wm1a1, . . . ,wmNaN ) : z,w ∈ C}.

Let (z0a1, . . . , z0aN ; w0m1a1, . . . ,w0mNaN ), z0,w0 ∈ C, z0 6= 0 be any
point in C′ and let z(t),w(t) be the solutions of the Kepler problem

ż = w, ẇ = −z/ | z |3, (4.18)

starting at z0,w0 when t = 0. Then it is easy to verify that

V(t) = (q(t),p(t)) = (z(t)a1, . . . , z(t)aN ; w(t)m1a1, . . . ,w(t)mNaN )

is a solution of the equations of motion of the N -body problem in fixed
coordinates and clearly V(t) ∈ C′ for all t. This proves that C′ is invariant.

Proposition 4.6.2. There exist symplectic coordinates (z,w) for C′ and
symplectic coordinates (Z,W) for E ′ = {x ∈ R4N : {x, C′} = 0} so that
(z,Z; w,W) are symplectic coordinates for R4N and the Hamiltonian of the
N -body problem, H(z,Z; w,W), has the properties

∂H(z, 0; w, 0)/∂Z = 0,

∂H(z, 0; w, 0)/∂W = 0,

H(z, 0; w, 0) = HK (z,w) =
1

2
‖w‖2 − 1

‖z‖ .

(4.19)

Proof. Since C′ is symplectic, E ′ is also symplectic and R4N = C′ ⊕E ′ — see
Meyer and Hall [51], page 43. Thus the vectors in (4.17) can be extended
to a symplectic basis u1, . . . , u2N ; v1, . . . , v2N , with u3, . . . , u2N ; v3, . . . , v2N a
symplectic basis for E ′. Given this basis, let z,w be symplectic coordinates
for C′ as in the proof of Proposition 4.6.1 and Z,W be symplectic coordinates
for E ′. The first two equations in (4.19) simply say that C′ is invariant, and
the last says that in the z,w coordinates in C′, the motion is that of the
Kepler problem (4.18). HK is just the Hamiltonian of the Kepler problem.

Remark: The above discussion heavily used complex multiplication and
thus is valid for the planar problem only. One can use real numbers for
the general case of Rn. In this case the corresponding C′ would be a two-
dimensional invariant linear symplectic subspace of R2nN. The coordinates z

and w in (4.19) would be one-dimensional.
For n = 4 (respectively, n = 8), one can use Hamilton’s quaternions

(Cayley numbers). In these cases the corresponding C′ would be an eight- (a
sixteen-) dimensional, invariant linear symplectic subspace of R8N (R16N).
The coordinates z and w in (4.19) would be four- (eight-) dimensional.
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The argument given above uses only the homogeneity of the force field
and so works for inverse power laws in general.

Now consider the problem in rotating coordinates. Let a = (a1, . . . , aN) be
a central configuration and C = {(αAa1, . . . , αAaN) : α ∈ R, A ∈ SO(2,R)}
as above. Define C as the subset of R4N defined by

C = {(αAa1, . . . , αAaN ; βBm1a1, . . . , βBmN aN) :

α, β ∈ R, A, B ∈ SO(2,R)}.

The same reasoning yields the following Proposition.

Proposition 4.6.3. C is a four-dimensional invariant linear symplectic sub-
space of R4N . Moreover, there exist symplectic coordinates (z, w) for C and
symplectic coordinates (Z,W ) for E = {x ∈ R4N : {x, C} = 0} so that
(z, Z;w,W ) are symplectic coordinates for R4N and the Hamiltonian of the
N -body problem, H(z, Z;w,W ), has the properties

∂H(z, 0;w, 0)

∂Z
= 0,

∂H(z, 0;w, 0)

∂W
= 0,

H(z, 0;w, 0) = HK(z, w) =
1

2
‖w‖2 − zTKw − 1

‖z‖ .
(4.20)

Now consider angular momentum, first in fixed coordinates and then in ro-
tating coordinates.

Proposition 4.6.4. In the symplectic coordinates (z,Z; w,W) of Proposi-
tion 4.6.2, angular momentum has the form

O = zTJw + (ZT ,WT )B(ZT ,WT )T , (4.21)

where B is a skew-symmetric matrix of dimension (4N−4)×(4N−4). In the
symplectic coordinates (z, Z;w,W ) of Proposition 4.6.3, angular momentum
has the form

O = zTJw + (ZT ,WT )B(ZT ,WT )T , (4.22)

where B is a skew-symmetric matrix of dimension (4N − 4) × (4N − 4).

Proof. Use complex notation again and consider the case of rotating coordi-
nates, since both cases are essentially the same. Recall that O =

∑

qT
j Jpj =

∑

=qjpj. When Z = W = 0, we have qj = zaj and pj = mjwaj, so
O = =zw∑mj | aj |2= =zw. (Here = stands for the imaginary part of
a complex number.)

Since the Hamiltonian on the invariant subspaces C′ (respectively, C) is
just the Hamiltonian of the Kepler problem in fixed coordinates (rotating
coordinates), there are lots of special coordinates which simplify the equations
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of motion. One useful special coordinate system is the Poincaré elements —
see Meyer and Hall [51] or Szebehely [86]. These coordinates are valid in a
neighborhood of the circular orbits. In a non-rotating frame, the Hamiltonian
of the Kepler problem in Poincaré elements is

HK(Q1,Q2,P1,P2) = −1/2P2
1, (4.23)

and in the rotating frame it is

HK(Q1, Q2;P1, P2) = −1/2P 2
1 − P1 +

1

2
(Q2

2 + P 2
2 ). (4.24)

In the above, Q1 is an angular variable defined modulo 2π and the other
variables are rectangular variables. Angular momentum in these variables is
given by

OK = P1 − (Q2
2 + P2

2), OK = P1 − (Q2
2 + P 2

2 ). (4.25)

Note that Q2 = P2 = 0 and Q2 = P2 = 0 correspond to the circular orbits
of the Kepler problem.

Proposition 4.6.5. Consider a fixed central configuration a of the N -body
problem in fixed coordinates. This central configuration gives rise to a periodic
solution Va(t) where the bodies uniformly rotate about the center of mass on
circular orbits. Let the period of Va(t) be Ta and the energy of V be Ha.
In the fixed energy surface H = Ha, there is an invariant three-dimensional
manifold containing Va and filled with periodic solutions, all of period exactly
Ta. In fact, this set is the subset of C′ with H = HK fixed at Ha.

Proof. It is well known that the period of the elliptic solutions depends only
on the value of the energy. One can also integrate the problem in Poincaré
elements.

We have shown that (λ2+1)2 is a factor of the characteristic polynomial of
a relative equilibrium, but there are other known factors. Consider the system
on the invariant subspace given in Proposition 4.6.3. The Hamiltonian of the
Kepler problem in a rotating frame in polar coordinates is

HK =
1

2

(

R2 +
Θ2

r2

)

− Θ − 1

r
. (4.26)

The circular orbit when angular momentum Θ = +1 is an equilibrium point
given by θ arbitrary, r = 1, Θ = 1, R = 0. The linearized equations about
this periodic solution are

θ̇ = Θ − 2r, Θ̇ = 0, ṙ = R, Ṙ = −r + 2Θ. (4.27)

The characteristic equation of this system is λ2(λ2 +1). Thus we have shown
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Proposition 4.6.6. The characteristic polynomial p(λ) of a relative equilib-
rium has the factor λ2(λ2 + 1)3.

Let p(λ) = λ2(λ2 +1)3r(λ). If r(λ) does not have zero as a root, then the
relative equilibrium will be called nondegenerate, and if r(λ) does not have
a zero of the form ni, where n is an integer, then the relative equilibrium is
called nonresonant. For the two-body problem we have p(λ) = λ2(λ2 +1)3, so
the relative equilibria are nonresonant. Moulton’s collinear relative equilibria
are nondegenerate for all N — see Pacella [62]. The Lagrange equilateral
triangle relative equilibria and the Euler collinear relative equilibria for the
three-body problem are nonresonant by the analysis in Siegel and Moser [81],
Section 18.

4.7 Problems

1 When φ(t) is a real scalar, equation (4.4) is a one degree of freedom Hamil-
tonian systems. It is the one dimensional Kepler problem with Hamilto-
nian H = 1

2‖p‖2−1/‖q‖. Plot the level curves of H in the q,p-plane. In
the equation H = h, solve for p = q̇ and separate variables in this first
order equation for q. Thus you have solved the one dimensional Kepler
problem.

2 Show that for any values of the masses, there are two and only two non-
coplanar c.c. for the four-body problem, namely, the regular tetrahe-
dron configuration with two orientations. (Hint: Read the section on La-
grangian solutions again.)

3 Consider the spatial Kepler problem in rotating coordinates (rotating
about the q3 axis). Find the relative equilibrium and its characteristic
polynomial.

4 State and prove the spatial generalization of Proposition 4.6.6. (Hint: Use
spherical coordinates.)
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5. Symmetries, Integrals, and Reduction

Many of the mathematical models of physical systems have special symmetry
properties which are introduced to simplify the analysis. TheN -body problem
has many symmetries due to the facts that the particles are assumed to
be point masses and that Newton’s law of gravity assumes that space is
homogeneous and isotropic. Symmetries often introduce degenerates into the
problem, which can cause problems with the analysis unless the symmetries
are exploited correctly. This chapter is devoted to understanding the main
symmetry of the N -body problem, namely, its invariance under the group of
Euclidean motions, and to exploiting this symmetry. We will touch on some
topics from differential topology but not belabor the subject. Some proofs
will be outlined or given by reference.

As stated above, the N -body problem has many symmetries. In gen-
eral, there are two types of symmetries which occur in differential equations,
namely, discrete and continuous symmetries.

First consider some examples of systems with discrete symmetries. The
Kepler problem is a simple example. Recall that the equations of motion are

q̇ = Hp = p, ṗ = −Hq = − µq

‖q‖3
,

where H is the Hamiltonian

H =
1

2
‖p‖2 − µ

‖q‖ .

The Hamiltonian is invariant under the reflection (q,p) −→ (q,−p), which
implies that if (q(t),p(t)) is a solution, then so is (q(−t),−p(−t)). This is
a property shared by many Hamiltonian systems, since many are quadratic
in the momentum (e.g., the N -body problem). Such systems are called re-
versible. Notice that this transformation is anti-symplectic, i.e., it takes the
symplectic form dq ∧ dp into its negative, or satisfies ATJA = −J , where
A = diag{I,−I}. The Hamiltonian is also invariant under the transformation
(q,p) −→ (−q,p), with similar implications.

As a second example, consider the restricted three-body problem

H =
‖p‖2

2
− qTJp− U,
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where q, p ∈ R2 are conjugate and U is the self-potential

U =
µ

((q1 − 1 + µ)2 + q22)
1/2

+
1 − µ

((q1 + µ)2 + q22)
1/2

.

It is invariant under the anti-symplectic transformation (q1, q2, p1, p2) −→
(q1,−q2,−p1, p2). This implies that if (q1(t), q2(t), p1(t), p2(t)) is a solution,
then so is (q1(−t),−q2(−t),−p1(−t), p2(−t)). This in turn implies that if a
solution of the restricted three-body problem crosses the line of syzygy (the
line joining the primaries) perpendicularly at times t = 0 and t = T 6= 0,
then the solution is 2T -periodic. This criterion has been used many times to
find periodic solutions of the restricted three-body problem and other similar
problems. Both of these examples are called discrete symmetries.

This book will not be concerned with establishing periodic solutions by
exploiting discrete symmetries. First, the practical reason is that establishing
periodic solutions using this kind of symmetry is the subject of a book of equal
or greater length! Second, the theoretical reasons are that not all systems
admit this type of symmetry and quite often this type of argument gives no
stability information.

Now consider some systems which admit continuous symmetries. The Ke-
pler problem is invariant under rotations as well as under reflection, that is, if
A is a rotation matrix, then the Hamiltonian of the Kepler problem in invari-
ant under the transformation (q,p) −→ (Aq, Ap). Note that this transfor-
mation is symplectic. This invariance implies that if (q(t),p(t)) is a solution
of the Kepler problem, then so is (Aq(t), Ap(t)). This type of symmetry is
called a continuous symmetry because there is a continuum of rotations.

The Hamiltonian of the N -body problem,

H =

N
∑

i=1

‖pi‖2

2mi
−

∑

1≤i<j≤N

mimj

‖qi − qj‖
,

is invariant under Euclidean motions, i.e., rotations and translations. The
Hamiltonian of the N -body problem is invariant under the transformation
(q1, . . . ,qN ,p1, . . . ,pN) −→ (Aq1 + b, . . . , AqN + b, Ap1, . . . , ApN), where
A is a rotation matrix and b is a vector. This implies that a Euclidean dis-
placement of a solution is a solution also. This seems reasonable, for if the
universe consisted of just N point masses, then there would not be any pre-
ferred coordinate frame, and one frame is as good as the next.

Continuous symmetries of Hamiltonian systems imply the existence of in-
tegrals. Symmetries and integrals cause degeneracies in perturbation analysis.
Therefore, we must study the implications of the symmetries and integrals
on the dynamics.
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5.1 Group Actions and Symmetries

We will need some basic terminology of differentiable manifolds and Lie
groups. The examples in this book are very concrete, but the general termi-
nology is important for keeping the concepts clear. Here we shall give loose
definitions, and the reader is referred to a modern book on differentiable
manifolds, such as [1, 35], for complete details.

A manifold (of dimension n) is a topological space M such that each
point of M has a neighborhood which is homeomorphic to an open set in Rn.
That is, if people living in this space were sufficiently myopic, they would
think they were living in Rn. This explains why many hidebound people
thought the earth was flat. Standard manifolds are: Rn, Euclidean space;
Sn = {x ∈ Rn+1 : ‖x‖ = 1}, the n-sphere; Tn = S1 × · · · × S1, the n-torus;
the Möbius strip; any smooth surface without self-intersection. If ζ ∈ M is
such point, then there are a neighborhood W of ζ and a homeomorphism
φ : W −→ V ⊂ Rn. The pair (W,φ) is called a chart at ζ or simply a local
coordinate system at ζ. Think of the surface of the earth as the two-sphere,
S2. Then a good atlas has enough charts (maps) so that every point on the
earth is in at least one chart. Since the charts are on a flat page, they can
be considered in R2. The chart is a picture of a homeomorphism of a part of
the surface of the earth into R2.

A differentiable manifold is simply a manifold with a collection of local
coordinate systems such that every change of coordinates is differentiable
with a differentiable inverse. This collection is called an atlas. A differential
manifold is the natural place to do differential analysis. Functions, differen-
tial equations, differential forms, etc. are differentiable or smooth if they are
differentiable in all coordinate systems of the atlas.

A Lie group is a group G whose underlying set is a manifold such that
multiplication and taking inverses are smooth operations — see [35]. There
is no loss of generality in thinking of a Lie group as a closed subgroup of the
group of all invertible n×n matrices with matrix multiplication as the group
product.

Some of the standard examples of Lie groups are:

• GLn = GL(n,R): The group of all real n×n invertible matrices. It is called
the general linear group.

• On = O(n,R): The group of all real n× n orthogonal matrices. It is called
the orthogonal group.

• SLn = SL(n,R): The group of all real n × n matrices with determinant
equal to +1. It is called the special linear group.

• SOn = SO(n,R) = On ∩ SLn: It is called the special orthogonal group.
• Spn = Sp(n,R): The group of all real 2n × 2n symplectic matrices. It is

called the symplectic group.
• Un = U(n,C): The group of all complex n×n unitary matrices. It is called

the unitary group.
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• Rn: with the group product being vector addition.

A (smooth) action of a Lie group G on manifold M is a map Ψ : G ×
M −→ M such that

• For each γ ∈ G, the map Ψ(γ, ·) : M −→ M is a diffeomorphism.
• The map Ψ(e, ·) : M −→ M is the identity map, where e is the identity

element in G.
• Ψ(γ1, Ψ(γ2, ζ)) = Ψ(γ1 · γ2, ζ) for all γ1, γ2 ∈ G and all ζ ∈ M.

When there is only one action under discussion, we use the more compact
notation Ψ(γ, ζ) = γζ, so last property in the above can be written γ1(γ2ζ) =
(γ1γ2)ζ.

Let G be any of the matrix groups listed above. Then Ψ(γ, ζ) = γζ is an
action on Rn, where γζ is just the usual product of the matrix γ and the
vector ζ. An action of the additive group Rn on Rn is Ψ(γ, ζ) = γ + ζ.

When confused, think that the manifold is Euclidean space Rn, the group
is rotations SOn, and the action is matrix multiplication!

Consider an ordinary differential equation on M of the form

ż = f(z), (5.1)

where z is a local coordinate system on M and f is smooth in the coordinate
system. An autonomous differential equation on M is thought of as a smooth
vector field on M. At any point, the differential equation defines a solution
and the derivative of that solution is thought of as a tangent vector at that
point.

This tangent vector at z is, of course, f(z). For us, smooth vector fields and
autonomous differential equations are the same. Let φ(t, ζ) be the solution
of (5.1) satisfying φ(0, ζ) = ζ. We will call φ(t, ζ) the general solution and
sometimes write φt = φ(t, ·). We assume for simplicity of the discussion that
φ(t, ζ) is defined for all t ∈ R, ζ ∈ M. In this case, we say that φ defines a
flow on M, that is, φ satisfies the following:

• For each t ∈ R, the map φt : M −→ M is a diffeomorphism.
• The map φ0 : M −→ M is the identity map.
• φt ◦φτ ≡ φt+τ , i.e., φ(t, φ(τ, ζ)) = φ(t+ τ, ζ) for all t, τ ∈ R and all ζ ∈ M.

Note that a flow is an action of the additive group R on M and so we
sometimes write φ(t, ζ) = tζ. An autonomous differential equation like (5.1)
defines a flow and conversely. Given φ(t, ζ), the differential equation defining
it is (5.1) with f(z) = (∂φ(t, z)/∂t) |t=0.

A symmetry of (5.1) is a diffeomorphism g : M −→ M such that if φ(t) is
a solution of (5.1), then so is g(φ(t)), i.e., g takes solutions to solutions. That
is, g is a symmetry if

dg(φ(t))

dt
= f(g(φ(t)).
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By differentiating this last expression and then setting t = 0, we prove
that g is a symmetry if and only if

∂g

∂z
(z)f(z) = f(g(z)) (Dgf = f ◦ g).

A group G (actually the action Ψ of G) is a symmetry group of the equation
(5.1) if for each g ∈ G, the diffeomorphism Ψ(g, ·) : M −→ M is a symmetry
of (5.1).

Example 1: Consider the Aristotelian central force problem

ż = − z

‖z‖3
, z ∈ R3 \ {0}.

(In Aristotle’s physics, force was proportional to velocity.) This problem is
clearly rotationally symmetric. In the fancy words given above, let Ψ be the
action of the rotation group SO3 on R3 \ {0} by matrix multiplication and
let f be the right hand side of the equation above, f(z) = −z/‖z‖3. Then for
each A ∈ SO3, z ∈ R3 \ {0}, we have

f(Ψ(A, z)) = f(Az) =
−Az
‖Az‖3

= A

( −z
‖z‖3

)

= Af(z) =
∂Ψ(A, z)

∂z
f(z).

Note that for the usual matrix action, f(Az) = Af(z) suffices.
Example 2: Consider the system in the plane given by

ż = Jz + z(1 − ‖z‖2), z ∈ R2.

One can verify directly that this system is SO2-invariant as was done above,
or change the system to polar coordinates

ṙ = r(1 − r2), θ̇ = −1, (5.2)

and note that these equations do not depend on θ. The phase portrait is
given in Figure 5.1, where only four orbits are shown — the origin, the limit
cycle, and two orbits asymptotic to the limit cycle. All the other orbits are
obtained by rotating the asymptotic orbits.

Proposition 5.1.1. Let G be a symmetry group with action Ψ of the differ-
ential equation (5.1) and let φ be the general solution of (5.1). Then

Ψ(γ, φ(t, ζ)) = φ(t, Ψ(γ, ζ)) (or γ(tζ) = t(γζ))

for all γ ∈ G, t ∈ R, ζ ∈ M.

This simply means that the map Ψγ : ζ −→ γζ takes a solution to a
solution. In the Aristotelian central force problem, if we rotate a solution, we
still have a solution.
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Fig. 5.1. Phase portrait of second example

One of the ways to handle a system which has a symmetry group is to
study the system on the quotient space obtained by identifying symmetric
points. This quotient space is usually called the reduced space. The advantage
is that the reduced space is of lower dimension and is sometimes considerably
simpler. The disadvantages are, first, that a quotient space may not be a nice
space (not a manifold) and, second, that it can be quite difficult to write
the equations on the reduced space. It is important for us to understand the
reduced space, since the periodic solutions of the N -body problem established
in the later chapters live on a reduced space.

Let Ψ be an action of G on M. Call two points ζ1, ζ2 ∈ M equivalent and
write ζ1 ∼ ζ2 if there is a γ ∈ G such that γζ1 = ζ2 (i.e., Ψ(γ, ζ1) = ζ2). Let
[ζ] = {w ∈ M : ζ ∼ w}, so [ζ] is the set of all points equivalent to ζ, the
equivalence class of ζ. The reduced space is the set of all equivalence classes,
i.e., MR = M/G = {[ζ] : ζ ∈ M}. One places the quotient topology on MR

so one has a concept of closeness — [ζ] and [w] are close if there are ζ′ ∈ [ζ]
and w′ ∈ [w] with ζ′ and w′ close. However, this quotient space may not be
a manifold in general. That is the bad news; the good news is that the flow
φ naturally defines a topological flow φR on the quotient space by

φR(t, [ζ]) = [φ(t, ζ)].

In words, the flow φ takes an equivalence class into an equivalence class. This
follows from the definitions and from Proposition 5.1.1. Define the projection
map by Π : M −→ MR : ζ −→ [ζ]. The action of projecting by Π will
sometimes be loosely referred to as “dropping down.”

Example 1 (continued): The symmetry group for the Aristotelian central
force problem is SO3 acting on R3 \ {0}. Given any point in ζ ∈ R3 \ {0} at
distance ρ from the origin, then ζ can be rotated to the point (ρ, 0, 0) on the
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positive ray of the first coordinate axis. Thus the reduced space is an open
ray, which is a manifold. If we put the Aristotelian central force problem in
spherical coordinates, we note that the equations do not depend on the two
angles, and the radius equation becomes ρ̇ = −1/ρ2, which defines the flow
on the reduced space. In this flow, all the orbits tend to the origin. (Aren’t
you glad Aristotle was wrong?)

Example 2 (continued): In the second example above, the reduced space is
a closed ray (a manifold with boundary) and the flow is given by the equation
ṙ = r(1 − r2). The flow has fixed points at 0 and 1, and all the other orbits
are asymptotic to 1.

In the second example, the reduced space fails to be a manifold because
the origin is a boundary point. Far worse things can happen, so we need a
criterion that ensures a nice reduced space.

An action Ψ : G × M −→ M is free if for each ζ ∈ M, the only solution
of Ψ(γ, ζ) = γζ = ζ is γ = e, the identity element of G. Note that neither
of our examples is free. In the first example, for each z ∈ R3 \ {0} there is a
nontrivial rotation that has z as its axis and so this rotation leaves z fixed.
In the second example, all elements of the group leave ζ = 0 fixed, so the
second action is not free.

The action is proper if the map Ψ̃ : G × M −→ M × M : (γ, ζ) −→
(ζ, Ψ(γ, ζ)) is a proper map, i.e., the inverse image of a compact set is com-
pact. Fortunately, if the group G is compact, the action is proper, and our
main example, SOn, is compact.

Proposition 5.1.2. If the action Ψ : G×M −→ M is free and proper, then
the reduced space is a manifold.

This is not a very sharp result, since the first example is not free, but the
reduced space is a nice manifold. The isotropy group of ζ ∈ M is Gζ = {γ ∈
G : γζ = ζ}. In the first example, the isotropy group of any z ∈ R3 \ 0 is
the group of rotations about z, which is essentially SO2. In general, if the
isotropy group depends smoothly on the point, the quotient space is still a
manifold. See [35] for details and proofs.

By Proposition 5.1.1, an orbit in the full space M is projected onto an
orbit on the reduced space MR, and so invariant sets are projected onto
invariant sets. Sometimes the projected set is simpler than the original. In
Example 2 above, the limit cycle r = 1, θ arbitrary is projected onto the
critical point r = 1. An invariant set for a flow on M that projects to an
equilibrium point on MR is called a relative equilibrium.

Example 3: Consider the equations

u̇ = v − uw(u2 + v2),

v̇ = −u− vw(u2 + v2),

ẇ = −(u2 + v2)2 + (u2 + v2)3,
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where (u, v, w) ∈ R3, or in cylindrical coordinates (r, θ, w),

ṙ = −r3w, θ̇ = −1, ẇ = −r4 + r6.

Again, these equations are independent of θ and so are invariant under rota-
tions about the w-axis. This is the SO2 action

Φ(A, ((u, v), w) −→ (A(u, v), w).

(In the above, the vectors are written as row vectors but should be column
vectors.) One obtains the equations on the reduced space by ignoring the θ
equation. The equations on the reduced space admit the integral

I =
1

2
w2 +

1

4
r4 − 1

2
r2,

and the phase portrait of this system is given in Figure 5.2. The point r =
1, w = 0 is an equilibrium point corresponding to a periodic solution in the
full space R3, so it is a relative equilibrium. This equilibrium point in the
reduced space is a center, and there are many periodic orbits encircling it
with varying periods. If γ is one of these periodic solutions with period T ,
then γ is a circle in the reduced space and comes from a torus in the full
space, i.e., Γ = Π−1(γ) is a torus in R3. If T is commensurable with 2π (the
θ-period), then Γ is filled with periodic solutions, but if T is incommensurable
with 2π, then Γ is filled with quasi-periodic solutions. Since the period varies
from orbit to orbit on the reduced space, both phenomena occur.

An invariant set in M that projects to a periodic solution on the reduced
space, MR, is called a relative periodic solution. In the third example above,
the invariant torus Γ is a relative periodic solution whether it is filled with
periodic solutions or quasi-periodic solutions.

A one-parameter subgroup of a Lie group G is a closed subgroup smoothly
isomorphic to R or R/Z, i.e., g ⊂ G is a one-parameter subgroup if there is a
smooth map ḡ : R −→ g ⊂ G such that ḡ(t1+t2) = ḡ(t1)·ḡ(t2) for all t1, t2 ∈ R

and ḡ(R) 6= e, e the identity in G. It can be shown (see [35]) that the set of
all one-parameter subgroups can be put into one-to-one correspondence with
tangent vectors to G at the identity element. One way the correspondence is
easy. Given a one-parameter subgroup g, the tangent vector at the identity
is dḡ(t)/dt |t=0. The set of all such one-parameter subgroups is called the Lie
algebra of G and will be denoted by A; it is thought of as the tangent space
at the identity of G. Given A ∈ A, the one-parameter subgroup is denoted
ḡ(t) = eAt = exp(At).

If G is one of the matrix Lie groups, then its Lie algebra is A = {B :
eBt ∈ G for all t}. The algebras corresponding to the standard groups given
above are:

• gln = gl(n,R): The algebra of all real n× n matrices.
• on = o(n,R): The algebra of all real n× n skew-symmetric matrices.
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Fig. 5.2. Phase portrait of the third example

• sln = sl(n,R): The algebra of all real n× n matrices with trace = 0.
• son = so(n,R): The same as on.
• spn = sp(n,R): The group of all real 2n× 2n Hamiltonian matrices.
• un = u(n,C): The group of all complex n× n skew-Hermitian matrices.

In general, an algebra is a vector space with a product. In the case of
the matrix algebras given above, the product is [A,B] = AB − BA, the Lie
product of two matrices.

Given an action Ψ of a group G on M, and an element A ∈ A, one can
associate a flow and hence a vector field as follows. The flow is defined by
ψA(t, z) = Ψ(eAt, z) and the vector field is gA(z) = ∂ψA(t, z)/∂t |t=0.

For example, if G = SO3, M = R3 with the action being matrix multipli-
cation, then for any A ∈ so3 the flow is ψA(t, z) = eAtz and the vector field
or differential equation is ż = Az. If G with action Ψ is a symmetry group
for (5.1), then by Proposition 5.1.1,

ψA(s, φ(t, z)) = φ(t, ψA(s, z)), t, s ∈ R, z ∈ M.

One says that the flows ψA and φ or the vector fields gA and f commute
when the above holds. One can show

Proposition 5.1.3. Two vector fields f and g commute if and only if [f, g] =
0, where [·, ·] is the Lie bracket defined by

[f, g](z) =
∂f

∂z
(z)g(z) − ∂g

∂z
(z)f(z), ([f, g] = Dfg −Dgf).

See [35] for the proof.
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5.2 Systems with Integrals

An integral for the equation (5.1) is a smooth function F : M −→ R that
is constant along solutions, i.e., F (φ(t, ζ)) = F (ζ) for all t ∈ R, ζ ∈ M,
where φ(t, ζ) is the general solution of (5.1). A function F is an integral for
(5.1) if and only if ∇F (ζ) · f(ζ) = 0 for all ζ ∈ M. (Simply differentiate
the expression F (φ(t, ζ)) = F (ζ) with respect to t and then set t = 0; note
that a function is constant if and only if its derivative is identically zero.)
If F is an integral, then the set F−1(c) for c ∈ R is an invariant set, and
if F is not too degenerate, then this invariant set is of lower dimension. We
have already seen many examples of integrals. Energy, linear momentum, and
angular momentum are all integrals for the N -body problem.

Let F = (F1, . . . , Fk) : M −→ Rk be a smooth function. A regular value of
F is a c ∈ Rk such that for each ζ ∈ F−1(c) the Jacobian ∂F(ζ)/∂ζ = DF(ζ)
is of maximal rank.

Proposition 5.2.1. If c is a regular value of F, then F−1(c) ⊂ M is a
smooth manifold of dimension n− k.

If k = n−1 and F is an integral for (5.1), i.e., each Fi is an integral, then
F−1(c) is a one-dimensional manifold. The only one-dimensional manifolds
are unions of arcs or circles, so each component of F−1(c) is a union of orbits
of the equation, so the system is “solved.”

Example: One of the classic examples of a non-Hamiltonian system with
an integral is the Volteria-Lotka predator-prey system

u̇ = (a− bv)u, v̇ = (−c+ du)v,

where u, v ≥ 0 are scalar variables and a, b, c, d are positive constants. The
usual fable about these equations is that u is the population of a prey and v
is the population of a predator. There are two equilibrium points, (0, 0) and
(c/d, a/b). The two coordinate axes are invariant. The population of the prey
u increases in the absence of predator, and the population of the predator v
decreases in the absence of prey. (The origin is a saddle point.) In the first
quadrant the system admits the integral

I = uce−duvae−bv.

The level curves of I are easily found, since it factors into a product of a func-
tion of u alone and a function of v alone. (Take logs.) The point (c/d, a/b) is
the point where I takes its unique global maximum value. The level curves
are closed curves encircling the point (c/d, a/b) (except for this point it-
self), representing periodic solutions of the system. So the fable says that the
predator-prey populations oscillate about the equilibrium state.

Example: The Kepler problem admits the angular momentum vector O =
q × p and the energy H = ‖p‖2/2 − µ/‖q‖ as integrals. Assume O 6= 0 for
now. The only fact used to derive this is the fact that the force is a central
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force. Because the force satisfies an inverse square law, there is an additional
integral. From the vector identity

d

dt

(

q

‖q‖

)

=
(q × q̇) × q

‖q‖3
,

one gets

µ
d

dt

(

q

‖q‖

)

= ṗ× O,

which integrates to

µ

{

e +
q

‖q‖

}

= p × O

where e is a vector integration constant called the Lorenz vector. It is an
additional vector integral of the Kepler problem. Of course, not all of these
integrals are independent. We have three components of O, three components
of e, and one H for a total of seven integrals. However, the most you can have
is five for a nontrivial system in R6. Clearly e·O = 0, so e lies in the invariant
plane.

It is easy to see that if e = 0, then the motion is uniform and circular.
If O 6= 0, then by defining e = e(cosω, sinω), it is not to hard to show
that ω is the argument of the perigee and e is eccentricity. Eccentricity was
determined by O and H, so the new integral is ω, the argument of perigee. In
the planar Kepler problem, three independent integrals are c = ‖O‖, angular
momentum; h = H, energy; and ω = argument of e, the argument of the
perigee. See the lovely little book by Pollard [67].

5.3 Noether’s Theorem

For Hamiltonian systems, integrals and symmetries are closely related. One
implies the other.

A symplectic manifold is a differentiable manifold where Hamiltonian sys-
tems live. A symplectic manifold M is a differentiable manifold with a spe-
cial atlas of symplectic charts (or symplectic coordinates). In particular, one
changes from one chart to another by a symplectic change of variables. A
Hamiltonian system of equations on a symplectic manifold is a system of
differential equations which is Hamiltonian in every symplectic coordinate
system.

Consider the Hamiltonian system which in local symplectic coordinates z
is

ż = J∇H(z). (5.3)

(Careful: the above system of equations makes sense only in symplectic co-
ordinates.) A function F is an integral of (5.3) if and only if ∇F · ż =
∇F TJ∇H = 0, which leads to the definition of the Poisson bracket operator.
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Let F and G be smooth functions from M into R1 and define the Poisson
bracket of F and G by

{F,G} = ∇F TJ∇G =
∂F

∂u

T ∂G

∂v
− ∂F

∂v

T ∂G

∂u
,

where z = (u, v). A symplectic change of coordinates preserves the Pois-
son bracket, so the definition given above does not depend on the choice of
symplectic coordinates z. (See [51].)

Clearly {F,G} is a smooth map from R2n to R as well, and one can easily
verify that {·, ·} is skew-symmetric and bilinear. A little calculation verifies
Jacobi’s identity:

{F, {G,H}}+ {G, {H, F }}+ {H, {F,G}}= 0.

By the above discussion we see

Proposition 5.3.1. F is an integral for (5.3) if and only if {F,H} = 0.

By the skew-symmetry of the Poisson bracket, we see that F is an integral of
the system with Hamiltonian H if and only if H is an integral of the system
with Hamiltonian F .

Example: The equations of the planar Kepler problem are

q̇ =
∂H

∂p
= p, ṗ = −∂H

∂q
= − µq

‖q‖3
,

which has angular momentum integral O = (q×p) ·k = qTJp as an integral.
Likewise, the system

q̇ =
∂O

∂p
= Jq, ṗ = −∂O

∂q
= Jp (5.4)

has H = ‖p‖2/2 − µ/‖q‖ as an integral. Note that the Hamiltonian flow
defined by (5.4) is just rotations, i.e., ψ(t, (q,p)) = (eJtq, eJtp).

Poisson bracket predicts not only integrals for Hamiltonian systems, but
also symmetries. Given functions F,G, we can form a third function K =
{F,G}. Given vector fields f, g, we can form a third vector field k = [f, g].
They are closely related! Indeed:

Proposition 5.3.2. If f = J∇F , g = J∇G, then [f, g] = J∇{F,G}.

So the Poisson bracket is just the Lie bracket in disguise, and vice versa.
Since the Lie bracket being zero means that the flows commute, the Poisson
bracket being zero means the corresponding Hamiltonian flows commute also.

Proposition 5.3.3. Let φ(t, ζ) and ψ(t, ζ) be the Hamiltonian flows defined
by ż = J∇H and ż = J∇F respectively. Then {H, F } ≡ 0 if and only if
φ(t, ψ(τ, ζ)) ≡ ψ(τ, φ(t, ζ)) or φt ◦ ψτ ≡ ψτ ◦ φt.
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Restating what has been proved so far gives

Proposition 5.3.4. If the system with Hamiltonian H admits an integral
F , then the Hamiltonian flow defined by F is a symmetry for H, i.e.,
H(ψ(τ, ζ)) ≡ H(ζ).

The converse is also true. A symplectic action is an action Ψ of a Lie group
G on a symplectic manifold M such that the for each fixed γ ∈ G, the map
Ψγ = Ψ(γ, ·) : M −→ M is symplectic. Let H : M −→ R be a Hamiltonian.
Then G (actually the action Ψ of G) is a symmetry group of H if

H(Ψ(γ, ζ)) ≡ H(ζ) for all γ ∈ G, ζ ∈ M.

Then for each A ∈ A, ψA(t, ζ) = Ψ(eAt, ζ) is a Hamiltonian flow. If M is
simply connected, then the Hamiltonian flow ψA comes from a Hamiltonian
system with a Hamiltonian function FA : M −→ R. Noether’s theorem states
that FA is an integral for the Hamiltonian system defined by H .

Theorem 5.3.1. (Noether’s Theorem [61]) Let G be a symmetry group of
the Hamiltonian H on the simply-connected symplectic manifold M. Then
for each element A of the Lie algebra A, there is an integral FA : M −→ R,
i.e., {H, FA} ≡ 0.

Proof. Let A ∈ A and ψA(t, ζ) = Ψ(eAt, ζ). Since ψA(t, ζ) is a Hamiltonian
flow and M is simply connected, ψA(t, ζ) is the general solution of a Hamilto-
nian system with Hamiltonian FA : M −→ R. Since G is a symmetry group
for H , H(ψA(t, ζ)) ≡ H(ζ) or H is an integral for the FA flow. That is,
{FA, H} = 0, but this implies FA is an integral for the H system.

5.4 Integrals for the N -Body Problem

Consider the N -body problem in fixed coordinates with Hamiltonian

H(z) =
N
∑

i=1

‖p‖2

2mi
−

∑

1≤i<j≤N

mimj

‖qi − qj‖
,

where z = (q1, . . . ,qN ,p1, . . . ,pN) ∈ R6N . The N -body problem is defined
on the symplectic manifold R6N \∆, where ∆ is the set with qi = qj for some
i 6= j. The Hamiltonian is invariant under translations, that is, the additive
group R3 is a symmetry group for H. The action ΨT : R3×(R6N \∆) → R6N

given by

ΨT (b, (q1, . . . ,qN ,p1, . . . ,pN)) = (q1 + b, . . . ,qN + b,p1, . . . ,pN)

is symplectic. The algebra of R3 is itself and for a ∈ R3 (the algebra), the
one-parameter subgroup whose tangent vector is a is
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ψa(t, (q1, . . . ,qN ,p1, . . . ,pN)) = (q1 + ta, . . . ,qN + ta,p1, . . . ,pN).

The Hamiltonian that generates ψa is F = aT (p1 + · · ·+ pN). By Noether’s
theorem, F = aT (p1 + · · · + pN) is an integral for the N -body problem for
all a ∈ R3, so linear momentum L = p1 + · · ·+ pN is an integral. In general,
translational invariance implies the conservation of linear momentum.

The N -body problem is also invariant under rotation, that is, the rotation
group SO3 is a symmetry group for the N -body problem. The action ΨR :
SO3 × (R6N \∆) → R6N \∆ given by

ΨR(A, (q1, . . . ,qN ,p1, . . . ,pN) = (Aq1, . . . , AqN , Ap1, . . . , ApN)

is symplectic and H is invariant under this action. The algebra of SO3 is so3,
the set of all 3 × 3 skew-symmetric matrices. Given B ∈ so3, we define the
Hamiltonian flow

ψB(t, (q1, . . . ,qN ,p1, . . . ,pN)) = (eBtq1, . . . , e
BtqN , e

Btp1, . . . , e
BtpN).

The Hamiltonian that generates ψB is F =
∑N

i=1 q
T
i Bpi, so by Noether’s

theorem it is an integral for the N -body problem. If we take the three choices
for B as follows:





0 0 0
0 0 1
0 −1 0



 ,





0 0 1
0 0 0
−1 0 0



 ,





0 1 0
−1 0 0
0 0 0



 ,

then the corresponding integrals are the three components of angular momen-
tum. Therefore, the fact that the Hamiltonian is invariant under all rotations
implies the law of conservation of angular momentum.

Thus the translational symmetry gives rise to three integrals, which are
the three components of linear momentum, and the rotational symmetry gives
rise to three integrals, the three components of angular momentum. The linear
momentum integrals are always independent and the angular momentum
integrals are independent unless the total angular momentum is zero. So in
general there are six independent integrals (not counting H itself), so holding
these integrals fixed effects a reduction from R6N to a manifold of dimension
6N − 6.

5.5 Symplectic Reduction

The symmetries give rise to integrals and holding the integral fixed reduces
the dimension of the problem. But that is not all! Think about a problem
with rotational symmetry, e.g., a problem invariant under an SO3 action like
the N -body problem discussed in the last section. We saw that this symmetry
gives rise to the integrals of angular momentum. Thinking classically, angular
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momentum is a 3-vector pointing in space. If this vector is nonzero, the
integral manifold obtained by holding it fixed is an invariant manifold of
three fewer dimensions. But not all the symmetry is used up! The integral
manifold is invariant under those rotations that leave the angular momentum
integral fixed. In other words, there is still an SO2 action left. Thus we
can fix the three components of angular momentum and then pass to the
quotient space of the SO2 action. Since SO2 is a one-dimensional group, the
quotient space has one less dimension, so the dimension has been reduced by
3+1=4. Interestingly, this last space is symplectic and the resulting flow is
Hamiltonian — see Meyer 1973 [50] and Marsden and Weinstein 1974 [44].)

As before, let M be a symplectic manifold of dimension 2n, Ψ : G×M −→
M be a symplectic action of the Lie group G of dimension m, A the algebra
of G, and H : M −→ R a Hamiltonian that admits G as a symmetry group.

Assume that there are m integrals F1, . . . , Fm : M −→ R. Let F =
(F1, . . . , Fm). Assume that a ∈ Rm is a regular value for F so that N = F−1(a)
is a submanifold of M of dimension 2n −m. Let Ga be the subgroup of G

that leaves N fixed. Let the dimension of Ga be s. Now assume that Ga acts
freely and properly on N, so that the quotient space B = N/Ga (the reduced
space) is a manifold of dimension 2n−m−s. The HamiltonianH is invariant
under the action, so the restriction of H to N is invariant under Ga and is
well defined on the quotient space. Let H̄ : B −→ R be this function. Given
all this we have

Theorem 5.5.1. B is a symplectic manifold. The flow defined by H on M

drops down to the quotient space B as a Hamiltonian flow with Hamiltonian
H̄. See [50].

This theorem is not sharp. The free and proper assumptions simply imply
that the quotient space and the projection map are nice. What is essential is
that the quotient and projection maps be smooth. To give a complete proof
of this theorem would require a more detailed development of the theory of
symplectic manifolds, so only the key idea will be given, and that may be
incomprehensible to many. It may be best to skip to the next section, where
the main example is discussed, or see [50, 1] for a complete proof.

The matrix J in a symplectic coordinate system defines a nondegenerate,
skew-symmetric bilinear form on tangent vectors at some point ζ0 ∈ M.
(Technically, J is the coefficients of a nondegenerate closed 2-form.) That is,
if u, v are tangent vectors in a symplectic chart, we define {u, v} = uTJv.
Clearly {·, ·} is bilinear ({αu1+βu2, v} = α{u1, v}+β{u2 , v}, {u, αv1+βv2} =
α{u, v1} + β{u, v2}, α, β ∈ R ), skew-symmetric ({u, v} = −{v, u}), and
nondegenerate ({u, v} = 0 for all v implies u = 0).

This bilinear form characterizes a symplectic manifold. This bilinear form
is well defined on N by restriction, and by the symmetry assumption it is
well defined on the quotient space B. What needs to be proved is that it is
nondegenerate, which is established in the next lemma.
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Let V be the space of all tangent vectors at the point ζ0 and V ∗ its dual
space. Since we are working in one symplectic coordinate system, we will
identify these spaces. Let W = span {∇F1(ζ0), . . . ,∇Fm(ζ0)} ⊂ V be the
linear space that is the span of all differentials to the integrals defining N.
Thus the tangent space to N is W 0 = {v ∈ V : fT v = 0 for all f ∈ W}. Let
W ] = {Jf : f ∈W}, so W ] is the set of tangent vectors to the one-parameter
group actions. That is, W ] = {dψa(0, ζ0)/dt, a ∈ A}, and W 0 ∩W ] is the set
of tangent vectors to one-parameter groups whose orbits lie in N.

Thus W 0/(W 0 ∩W ]) is the tangent space to B.

Lemma 5.5.1. If [u], [v] ∈ W 0/(W 0 ∩ W ]), then {[u], [v]} = {u, v} is a
well-defined skew-symmetric nondegenerate bilinear form on W 0/(W 0∩W ]).

Proof. If ξ ∈ W ], η ∈ W 0, then {ξ, η} = 0 by definition. Thus if u, v ∈ W 0

and ξ, η ∈ W 0 ∩W ], then {[u + ξ], [v + η]} = {[u+ ξ], [v + η]} = {u, v}, so
the bilinear form is well defined on the quotient space.

Now assume that {[u], [v]} = 0 for all [v] ∈W 0/(W 0∩W ]). Then {u, v} =
0 for all v ∈ W 0, or Ju ∈ W . Thus u ∈ W ] or [u] = 0. Thus {·, ·} is
nondegenerate on W 0/(W 0 ∩W ]).

This is the key lemma in the proof of the symplectic reduction theorem.

5.6 Reducing the N -Body Problem

The Hamiltonian of the N -body problem is invariant under the translation
action ΨT , and so, as we have seen, linear momentum is a vector of integrals.
Holding components of linear momentum fixed (say, equal to zero) places
three linear constraints on the system, so the space where linear momentum
is fixed is a (6N − 3)-dimensional subspace of R6N . But the action of R3 by
ΨT does not change linear momentum, so all of R3 acts on the set where
linear momentum is zero. Thus two configurations of the N bodies which are
translations of one another can be identified, namely, (q1, . . . ,qN ,p1, . . . ,pN)
and (q1 +b, . . . ,qN +b,p1, . . . ,pN), where b is any vector in R3. Making this
identification reduces the dimension by another three dimensions, making the
total space (6N − 6)-dimensional. This space is the first reduced space.

The easiest way to do the reduction just discussed is to use the Jacobi
coordinates given in Section 3.5. Because of later applications, we will shift
the numbering system and number the particles from 0 to N−1. The variable
g is the center of mass and all the other position coordinates x1, . . . ,xN−1

are relative coordinates, so the identification given above implies that (g +
b,x1, . . . ,xN−1,G,y1, . . . ,yN−1) and (g,x1, . . . ,xN−1,G,y1, . . . ,yN−1) are
equivalent. A representative of the equivalence class is (0,x1, . . . ,xN−1,
G,y1, . . . ,yN−1), i.e., a set with the center of mass at the origin. Linear mo-
mentum G is an integral, so the reduction discussed above is accomplished
by setting g = 0 and fixing G, say to zero. The problem is described by
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a Hamiltonian on an even-dimensional space, the first reduced space. The
Hamiltonian on the first reduced space is

H =

N−1
∑

i=1

‖yi‖2

2Mi
−

∑

1≤i<j≤N−1

mimj

‖dij‖
.

Note that the problem is not Hamiltonian when just the integrals of linear
momentum are fixed, but it is Hamiltonian when these integrals are fixed and
points are identified by the translational symmetry.

Now consider the SO3 symmetry given by the action ΨR, which gives rise
to the angular momentum integrals. We work on the (6N − 6)-dimensional
first reduced space with the Jacobi coordinates (x1, . . . ,xN , y1, . . . ,yN ). Re-
call that in Jacobi coordinates angular momentum looks the same as before,
i.e.,

O =

N−1
∑

i=1

xi × yi.

There are three angular momentum integrals, and they are independent
except at syzygies, that is, except on configurations where the particles lie
along a straight line through the center of mass. Consider the subset N ⊂
R6N−6 of phase space where angular momentum is some fixed, nonzero vector
O. This is a (6N − 9)-dimensional space (submanifold), which is invariant
under the flow defined by the N -body problem. Not all rotations leave N

fixed: only those that are rotations about O do. That is, let SO′
2 be the

subgroup of SO3 that leaves O fixed. If, for example, O = ck, where c 6= 0
is a constant, then SO′

2 comprises all matrices of the form













cos θ sin θ 0

− sin θ cos θ 0

0 0 1













.

So SO′
2 is one-dimensional, since it can be parameterized by the angle of

rotation θ.
Clearly, if A ∈ SO′

2, then A leaves N invariant, so two points z, z′ ∈ N

can be identified if ΨR(A, z) = z′, i.e., if one configuration can be rotated
into the other by a rotation about O. Let B be the identification space
N/SO′

2. It turns out that N is (6N − 9)-dimensional, and B is (6N − 10)-
dimensional. The interesting facts are that B is symplectic and the flow of
the N -body problem is Hamiltonian on B, i.e., there are local coordinates on
B which are symplectic, and the equations of motion of the N -body problem
are Hamiltonian.

The two reductions can be done together. The N -body problem is a first
order system of differential equations in a 6N -dimensional space R6N \∆. The
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first reduction of placing the center of mass at the origin and fixing linear
momentum reduces the problem to a linear subspace of dimension 6N − 6.
Fixing angular momentum reduces the problem to a (6N − 9)-dimensional
space N. Identifying configurations which differ by a rotation about the an-
gular momentum reduces the problem to the reduced space B of dimension
6N − 10.

Consider the three-body problem in more detail. The three-body problem
on B is a time-independent Hamiltonian system. Two further reductions can
be accomplished by holding the Hamiltonian (energy) fixed and eliminating
time to get a nonautonomous system of differential equations of order 6. The
reduction of the three-body problem is classical, with the elimination of the
node due to Jacobi [36]. Also see [38]. These further reductions will not be
needed here.

First, we will figure out the global topological type of B for the three-
body problem and then give a local coordinate system on B which will be
very useful and informative. Recall from Section 3.5 that the Hamiltonian of
the three-body problem in Jacobi coordinates with the center of mass at the
origin and linear momentum equal to zero is

H =
‖y1‖2

2M1
+

‖y2‖2

2M2
− m0m1

‖x1‖
− m1m2

‖x2 − α0x1‖
− m2m0

‖x2 + α1x1‖
, (5.5)

where

M1 =
m0m1

m0 +m1
, M2 =

m2(m0 +m1)

m0 +m1 +m2
,

α0 =
m0

m0 +m1
, α1 =

m1

m0 +m1
.

This effects the first reduction. Here, to be consistent with the later part
of the book, we have labeled the masses m0, m1, m2. In these coordinates,
angular momentum is

O = x1 × y1 + x2 × y2.

Just for the fun of it, we will use Hamilton’s quaternions to find the global
geometry. Let Q denote the space of quaternions and consider phase space
(R2)2 × (R2)2 as coordinatized by Q × Q as follows: To (x1,x2,y1,y2) =
((x1

1,x
2
1), (x

1
2,x

2
2), (y

1
1,y

2
1), (y

1
2,y

2
2)), associate the quaternions

u = x1
1 + x2

1i+ x1
2j + x2

2k, v = y2
1 + y1

1i− y2
2j + y1

2k.

Compute vu = o+αi+βj+γk, where o = (x1×y1+x2×y2)·k, k = (0, 0, 1), is
the scalar angular momentum and α, β, γ are combinations of the components
of x1,x2,y1,y2. Thus for a given o 6= 0, the space N is
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N = {(u, v) ∈ Q × Q : u 6= 0 and v = (o + αi+ βj + γk)u−1}.

Thus N is coordinatized by u ∈ Q \ {0} ' S3 × R1 and (α, β, γ) ∈ R3, or N

is just S3 × R4.
The SO2 action on (R2)2 × (R2)2 is equivalent to the S1 action on Q×Q

given by (θ, (u, v)) −→ (r(θ)u, vr(θ)−1) , where θ ∈ S1 and r(θ) = cos θ +
i sin θ. Thus to pass down to B = N/SO2 is to identify the points

(u, {(o + αi+ βj + γk}u−1) and (r(θ)u, {(o + αi+ βj + γk}(r(θ)u)−1)

on N. Note that the identified points both have the same coordinates in the
last three places, namely α, β, γ. Thus B = {(Q \ {0})/SO2)}×R3. For each
three-sphere about {0} ∈ Q, the SO2 action is just (θ, u) −→ r(θ)u, which is
the usual action giving rise to the Hopf fibration, so (Q\{0})/SO2 ' S2×R1.
Thus B = S2×R4. This result is found in [24], but the quaternions calculation
came from [50].

Now let us construct local coordinates on B. Putting the Hamiltonian
(5.5) in polar coordinates gives

H =
1

2M1

{

R2
1 +

(

Θ2
1

r21

)}

+
1

2M2

{

R2
2 +

(

Θ2
2

r22

)}

− m0m1

r1

− m0m2
√

r22 + α2
0r

2
1 − 2α0r1r2 cos(θ2 − θ1)

− m1m2
√

r22 + α2
1r

2
1 + 2α1r1r2 cos(θ2 − θ1)

.

Since the Hamiltonian depends only on the difference of the two polar angles,
make the symplectic change of coordinates

φ1 = θ1, φ2 = θ2 − θ1,

Φ1 = Θ1 +Θ2, Φ2 = Θ2.

Since the Hamiltonian is independent of φ1, it is an ignorable coordinate and
its conjugate Φ1, total angular momentum, is a constant. The reduction is
accomplished by ignoring φ1 and setting Φ1 = c, where c is a constant. The
Hamiltonian on the reduced space becomes

H =
1

2M1

{

R2
1 +

(

(c − Φ2)
2

r21

)}

+
1

2M2

{

R2
2 +

(

Φ2
2

r22

)}

− m0m1

r1

− m1m2
√

r22 + α2
0r

2
1 + 2α0r1r2 cos(φ2)

− m2m0
√

r22 + α2
1r

2
1 − 2α1r1r2 cos(φ2)

.

(5.6)
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The Hamiltonian (5.6) has three degrees of freedom with symplectic coordi-
nates (r1, r2, φ2, R1, R2, Φ2) and one parameter c. Thus we have the Hamil-
tonian of the three-body problem in local coordinates.

5.7 Problems

1 Verify that GLn, On, SLn ,SOn, Spn are groups.
2 Verify

• A ∈ sln if and only if eAt ∈ SLn for all t.
• A ∈ son if and only if eAt ∈ SOn for all t.
• A ∈ spn if and only if eAt ∈ Spn for all t.

3 A Lie algebra is a vector space A with a non-associative product [·, ·] :
A×A → A which is linear in both arguments (bilinear) and satisfies the
Jacobi identity

[A, [B,C]]+ [B, [C,A]]+ [C, [A,B]] = 0.

verify that gln, sln, son , spn are Lie algebras when the product is [A,B] =
AB − BA.

4 A system of equations u̇ = f(u), u ∈ R2n admits a time reversing symmetry
or is reversible if f(Ru) = −Rf(u) where R is an 2n × 2n matrix such
that R is similar to diag {In,−In}. So R2 = I2n. Show that if φ(t) is a
solution then so is Rφ(−t).

5 Write ü+ u3 = 0 as a system and show that R = diag {1,−1} makes the
system reversible. What about R′ = diag {−1, 1}?

6 Let H(u) be a Hamiltonian such that H(Su) = H(u) where S is an 2n×2n
matrix such that S is anti-symplectic (ST JS = −J) and S is similar to
diag {In,−In}. Show that the system defined by H is reversible. In this
case we say that H defines a reversible Hamiltonian system.

7 Show that a classical Hamiltonian system of the form H(q, p) = pTMp+
V (q) defines a reversible Hamiltonian system where M is an n× n sym-
metric matrix and V : Rn → R.

8 Show that the restricted problem (2.7) admits a time reversing symmetry.
(Hint: S = diag (1,−1,−1, 1).)
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In this chapter, the basic theory of periodic solutions, their continuation, and
their stability is presented. The first two topics are very closely related, since
many of the questions about equilibrium points are very similar to questions
about fixed points. Later, we will show that periodic solutions are related to
both.

6.1 Equilibrium Points

Consider first a general system

ż = f(z), (6.1)

where f : O → Rn is smooth and O is open in Rn. The results in this section
are of a local nature and so we can work in one coordinate system, z. Let
the general solution be φ(t, ζ), i.e., φ(t, ζ) is the solution of (6.1) such that
φ(0, ζ) = ζ. An equilibrium point (rest point, critical point, stationary point)
is a z0 ∈ O such that f(z0) = 0. It gives rise to an equilibrium solution
φ(t, z0) such that φ(t, z0) ≡ z0 for all t: so questions about the existence
and uniqueness of equilibrium solutions are finite-dimensional questions. The
eigenvalues of ∂f(z0)/∂z are called the (characteristic) exponents of the equi-
librium point. If ∂f(z0)/∂z is nonsingular, or equivalently the exponents are
all nonzero, then the equilibrium point is called elementary.

Proposition 6.1.1. Elementary equilibrium points are isolated.

Proof. f(z0) = 0 and ∂f(z0)/∂z is nonsingular, so the inverse function theo-
rem applies to f ; therefore, there is a neighborhood of z0 with no other zeros
of f .

Henceforth, let the equilibrium point be at the origin, i.e., z0 = 0. The
analysis of stability, bifurcations, etc. of equilibrium points starts with an
analysis of the linearized equations. For this reason, one rewrites (6.1) as

ż = Az + g(z), (6.2)
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where A = ∂f(0)/∂z, g(z) = f(z) − Az; so g(0) = 0 and ∂g(0)/∂z = 0. The
nonlinear terms are contained in g.

The linearized equations (about z0) are obtained by setting g(z) = 0. The
eigenvalues of A are the exponents of the equilibrium point, so called because
the linearized equations (e.g., g(z) ≡ 0 in (6.2)) have solutions which contain
terms like exp(λt), where λ is an eigenvalue of A.

There are many different stability concepts. Here are a few:

• The equilibrium point z = 0 is said to be positively (negatively) stable if
for every ε > 0 there is a δ > 0 such that ‖φ(t, ζ)‖ < ε for all t ≥ 0 (t ≤ 0)
whenever ‖ζ‖ < δ.

• The equilibrium point z = 0 is said to be stable if it is both positively and
negatively stable.

• The equilibrium z = 0 is unstable if it is not stable. (The adjectives “posi-
tively” and “negatively” can be used with “unstable” also.)

• The equilibrium z = 0 is asymptotically stable if it is positively stable and
there is an η > 0 such that φ(t, ζ) −→ 0 as t −→ +∞ for all ‖ζ‖ < η.

• The equilibrium is spectrally stable if all its exponents are pure imaginary.
(In Hamiltonian systems, the equilibrium is called elliptic.)

• The equilibrium is linearly stable if it is spectrally stable and the matrix A
is diagonalizable.

In many books “stable” means positively stable, but the above convention
is the common one in the theory of Hamiltonian differential equations. If all
the exponents have negative real parts, then a classical theorem of Liapunov
states that the origin is asymptotically stable; see [18, 31, 39]. But the eigen-
values of a Hamiltonian matrix are symmetric with respect to the imaginary
axis, so this theorem never applies to Hamiltonian systems — see [51]. In
fact, since the flow defined by a Hamiltonian system is volume-preserving, an
equilibrium point can never be asymptotically stable.

Liapunov also proved that if one exponent has a positive real part, then
the origin is positively unstable [18, 31, 39]. Thus a necessary condition for
the stability of the origin is that all the eigenvalues be pure imaginary, whence
the definition of spectrally stable. However, linear stability does not imply
stability — see [51]. If all the exponents have real parts different from zero,
then the equilibrium point is called hyperbolic.

Assume now that the differential equations depend on some parameters.
Consider

ż = f(z, ν), (6.3)

where f : O × Q −→ Rn is smooth, O is open in Rn, and Q is open in Rk.
The general solution φ(t, z, ν) is smooth in the parameter ν also.

Let z = z0 be an equilibrium point when ν = ν∗ (i.e., f(z0 , ν
∗) = 0). A

continuation of this equilibrium point is a smooth function η(ν) defined for ν
near ν∗ such that η(ν∗) = z0 and η(ν) is an equilibrium point for all ν near
ν∗ (i.e., f(η(ν), ν) = 0).
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Proposition 6.1.2. An elementary equilibrium point can be continued.

Proof. Apply the implicit function theorem to f(z, ν) = 0. By assumption,
f(z0 , ν

∗) = 0 and ∂f(z0 , ν
∗)/∂z is nonsingular; so the implicit function the-

orem asserts the existence of the function η(ν) such that η(ν∗) = z0 and
f(η(ν), ν) ≡ 0.

Corollary 6.1.1. The exponents of elementary equilibrium points vary con-
tinuously with the parameter ν.

Proof. The exponents of the equilibrium η(ν) are the eigenvalues of the Ja-
cobian ∂f(η(ν), ν)/∂z. This matrix varies smoothly with the parameter ν , so
its eigenvalues vary continuously with the parameter ν . The dependence may
not be differentiable.

6.2 Fixed Points

Consider a diffeomorphism

z −→ z′ = f(z), (6.4)

where f : O → Rn is smooth and O is open in Rn. We think of f as defining
a discrete dynamical system, i.e., the orbit of a point z is

⋃+∞
−∞ fk(z), where

fk is the kth iterate of f and

fk = f ◦ f ◦ · · · ◦ f k times for k > 0,

f0 is the identity map,

f−k = f−1 ◦ f−1 ◦ · · · ◦ f−1 k times for k > 0.

A fixed point is a z0 ∈ Rn such that f(z0) = z0, or f(z0) − z0 = 0: questions
about the existence and uniqueness of fixed points are finite-dimensional ques-
tions. The eigenvalues of ∂f(z0)/∂z are called the (characteristic) multipliers
of the fixed point. If ∂f(z0)/∂z − I is nonsingular, or equivalently, the mul-
tipliers are all different from +1, then the fixed point is called elementary.

Proposition 6.2.1. Elementary fixed points are isolated.

Proof. Apply the implicit function theorem to h(z) = f(z) − z = 0. Since
h(z0) = 0 and ∂h(z0)/∂z = ∂f(z0)/∂z−I is nonsingular, the implicit function
theorem applies to h. Therefore, there is a neighborhood of z0 with no other
zeros of h or fixed points of f .
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Henceforth, let the fixed point be at the origin, i.e., z0 = 0. The analysis
of stability, bifurcations, etc. of fixed points starts with an analysis of the
linearized equations. For this reason, one rewrites (6.4) as

z −→ z′ = Az + g(z), (6.5)

where A = ∂f(0)/∂z, g(z) = f(z) − Az, so g(0) = 0 and ∂g(0)/∂z = 0. The
eigenvalues of A are the multipliers of the fixed point. The linearized map at
z0 is obtained by setting g = 0.

Again there are many different stability concepts. Here are a few:

• The fixed point z = 0 of (6.4) is said to be positively (negatively) stable if
for every ε > 0 there is a δ > 0 such that ‖fk(z)‖ < ε for all k ≥ 0 (k ≤ 0)
whenever ‖z‖ < δ.

• The fixed point z = 0 is said to be stable if it is both positively and
negatively stable.

• The fixed point z = 0 is unstable if it is not stable. (The adjectives “posi-
tively” and “negatively” can be used with “unstable” also.)

• The fixed point z = 0 is asymptotically stable if it is positively stable and
there is an η > 0 such that fk(z) −→ 0 as k −→ +∞ for all ‖z‖ < η.

• The fixed point is spectrally stable if all its multipliers have absolute value
1. (For symplectic maps, the fixed point is called elliptic.)

• The fixed point is linearly stable if it is spectrally stable and the matrix A
is diagonalizable.

If all the multipliers have absolute value less than 1, then a classical
theorem states that the origin is asymptotically stable; see [18, 31]. But the
eigenvalues of a symplectic matrix are symmetric with respect to the unit
circle, so this theorem never applies to symplectic maps — see [51]. In fact,
since the diffeomorphism is volume-preserving, a fixed point can never be
asymptotically stable.

Also, if one multiplier has absolute value greater than 1, then the origin
is positively unstable [18, 31]. Thus a necessary condition for stability of
the origin is that all the eigenvalues have absolute value 1. However, linear
stability does not imply stability. If all the multipliers have absolute values
different from 1, then the fixed point is called hyperbolic.

Assume now that the diffeomorphism depends on some parameters; con-
sider

z −→ z′ = f(z, ν), (6.6)

where f : O × Q −→ Rn is smooth, O is open in Rn, and Q is open in Rk.
fk(z, ν) is smooth in the parameter ν also.

Let z = z0 be a fixed point when ν = ν∗ (i.e., f(z0, ν
∗) = z0). A con-

tinuation of this fixed point is a smooth function η(ν) defined for ν near
ν∗ such that η(ν∗) = z0 and η(ν) is a fixed point for all ν near ν∗ (i.e.,
f(η(ν), ν) = η(ν)).
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Proposition 6.2.2. An elementary fixed point can be continued and the mul-
tipliers vary continuously with the parameter ν.

Proof. Apply the implicit function theorem to h(z, ν) = f(z, ν) − z = 0.

6.3 Periodic Differential Equations

Consider the periodic system

ż = f(t, z), (6.7)

where f : R×O → Rn is smooth and O is open in Rn. Let f be T -periodic in
t with T > 0, i.e., f(t + T, z) = f(t, z) for all (t, z) ∈ R ×O. Let the general
solution be φ(t, ζ), i.e., φ(t, ζ) is the solution of (6.7) such that φ(0, ζ) = ζ. A
periodic solution of (6.7) is a solution φ(t, ζ0) such that φ(t+T, ζ0) ≡ φ(t, ζ0)
for all t.

Lemma 6.3.1. A necessary and sufficient condition for φ(t, ζ0) to be peri-
odic with a period T is

φ(T, ζ0) = ζ0. (6.8)

Proof. Let ψ(t) = φ(t + T, ζ0). By assumption ψ(0) = ζ0 and ψ̇(t) = φ̇(t +
T, ζ0) = f(t + T, φ(t + T, ζ0)) = f(t, φ(t + T, ζ0)) = f(t, ψ(t)). Thus ψ(t)
satisfies the same equation and initial conditions, so the uniqueness theorem
for ordinary differential equations implies φ(t, ζ0) = ψ(t) = φ(t + T, ζ0).

This lemma shows that questions about the existence and uniqueness of pe-
riodic solutions are ultimately finite-dimensional questions. The analysis and
topology of finite-dimensional spaces should be enough to answer all such
questions.

We will reduce all questions about periodic solutions to questions about
diffeomorphisms. For the periodic system (6.7), define the period map P to
be

P (z) = φ(T, z),

so the map z −→ z′ = P (z) is a diffeomorphism. By the lemma above, a
point ζ0 is the initial condition for a T -periodic solution if and only if it is a
fixed point of P .

Let φ(t, ζ0) be a periodic solution. The matrix ∂φ(T, ζ0)/∂z is called the
monodromy matrix, and its eigenvalues are called the (characteristic) multi-
pliers of the periodic solution. Note the multipliers are the same as the mul-
tipliers of the corresponding fixed point of the period map. We will say that
the periodic solution is “stable” (“linearly stable”, etc.) if the corresponding
fixed point is stable (linearly stable, etc.)
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Example: A simple example to illustrate these ideas is the forced Duffing’s
equation. One version of Duffing’s equation is

ü+ ω2u+ γu3 = A cos t.

Assume that the forcing is small by setting A = εB and treating ε as a small
parameter. Writing this as a system, we have

(

u̇
v̇

)

=

(

ωv
−ωu − (γ/ω)u3 + ε(B/ω) cos t

)

.

When ε = 0, the system has a 2π periodic solution u = v = 0. The linear
variational equation about this solution is

(

u̇
v̇

)

=

(

0 ω
−ω 0

)(

v
u

)

.

The fundamental matrix solution is

eAt =





cosωt sinωt

− sinωt cosωt



 .

Now eA2π − I is nonsingular if and only if ω 6= n with n ∈ Z. That is, if
the natural frequency ω is not an integral multiple of the forcing frequency
1. In this case, the theory above says that Duffing’s equation has a small
2π-periodic solution.

The main example of a periodic system treated in this book is the el-
liptic restricted three-body problem discussed in Chapter 11. All the other
examples are autonomous (time-independent).

6.4 Autonomous Systems

Consider again a general autonomous system

ż = f(z), (6.9)

where f : O → Rn is smooth and O is open in Rn. Let the general solution
be φ(t, ζ). As above, a solution φ(t, ζ0) is T -periodic, T > 0, if and only if

φ(T, ζ0) = ζ0. (6.10)

There is a problem already, since the period T is not defined by the equation.
There is no external clock!

It is tempting to use the implicit function theorem on (6.10) to find a
condition for local uniqueness of a periodic solution. To apply the implicit
function theorem to (6.10), the matrix ∂φ(T, ζ0)/∂z − I would have to be
nonsingular, or equivalently, 1 would not be a multiplier. But this will never
happen.
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Lemma 6.4.1. Periodic solutions of (6.9) are never isolated, and +1 is al-
ways a multiplier. In fact, f(ζ0) is an eigenvector of the monodromy matrix
corresponding to the eigenvalue +1.

Proof. Since (6.9) is autonomous, it defines a local dynamical system, so a
time-translate of a solution is a solution. Therefore, the periodic solution is
not isolated. Differentiating the group relation φ(τ, φ(t, ζ0)) = φ(t + τ, ζ0)
with respect to t and setting t = 0 and τ = T , we have

∂φ

∂z
(T, ζ0)φ̇(0, ζ0) = φ̇(T, ζ0),

∂φ

∂z
(T, ζ0)f(ζ0) = f(ζ0).

Since the periodic solution is not an equilibrium point, f(ζ0) 6= 0.

Because of this lemma, the correct concept is “isolated periodic orbit.”
In order to overcome the difficulties implicit in this lemma, one introduces
a cross section. Let φ(t, ζ0) be a periodic solution. A cross section to the
periodic solution, or simply a section, is a hyperplane Σ of codimension 1
through ζ0 and transverse to f(ζ0). For example, Σ would be the hyperplane
{z : aT (z − ζ0) = 0}, where a is a constant vector with aT f(ζ0) 6= 0. The
periodic solution starts on the section and, after a time T , returns to it. By
the continuity of solutions with respect to initial conditions, nearby solutions
do the same. See Figure 6.1. So if z is close to ζ0 on Σ, there is a time T (z)
close to T such that φ(T (z), z) is on Σ. T (z) is called the first return time.
The section map, or Poincaré map, is defined as the map P : z −→ φ(T (z), z),
which is a map from a neighborhood N of ζ0 in Σ into Σ.

Fig. 6.1. A cross section



78 6. Theory of Periodic Solutions

Lemma 6.4.2. If the neighborhood N of ζ0 in Σ is sufficiently small, then
the first return time, T : N −→ R, and the Poincaré map, P : N −→ Σ, are
smooth.

Proof. Let Σ = {z : aT (z − ζ0) = 0}, where aT f(ζ0) 6= 0. Consider the
function g(t, z) = aT (φ(t, ζ) − ζ0). Since g(T, ζ0) = 0 and ∂g(T, ζ0)/∂t =
aT φ̇(T, ζ0) = aT f(ζ0) 6= 0, the implicit function theorem gives a smooth
function T (z) such that g(T (z), z) = 0 . If g is zero, then it defines Σ so that
the first return time T is smooth. The Poincaré map is smooth because it is
the composition of two smooth maps.

The periodic solution now appears as a fixed point of P ; indeed, any fixed
point z† of P is the initial condition for a periodic solution of period T (z†),
since (T (z†), z†) would satisfy (6.8). A point z† ∈ N such that P k(z†) = z† for
some integer k > 0 is called a periodic point of P of period k. The solution of
(6.9) through such a periodic point will be periodic with period approximately
kT .

The definitions of monodromy matrix and multipliers are the same as for
periodic systems. (Indeed, an autonomous system is a T -periodic system for
any T .)

Lemma 6.4.3. If the multipliers of the periodic solution are 1, λ2, . . . , λn,
then the multipliers of the corresponding fixed point of the Poincaré map are
λ2, . . . , λn.

Proof. First translate coordinates so that ζ0 = 0 and then rotate the co-
ordinates so that f(ζ0) = (1, 0, . . . , 0), so Σ is the hyperplane z1 = 0. Let
B = ∂φ(T, ζ0)/∂z, the monodromy matrix. By Lemma 6.4.1, f(ζ0) is an
eigenvector of B corresponding to the eigenvalue +1. In these coordinates,

B =











1 × × × ×
0
... A
0











Clearly the eigenvalues of B are +1 along with the eigenvalues of A.

We also call the eigenvalues λ2, . . . , λn the nontrivial multipliers of the
periodic orbit. Recall that an orbit is the solution considered as a curve in
Rn, so it is unaffected by reparameterization. A periodic orbit of period T
is isolated if it has a neighborhood L such that there is no other periodic
orbit in L with period near to T . However, there may be periodic solutions
of much higher period near an isolated periodic orbit. A periodic orbit is
isolated if and only if the corresponding fixed point of the Poincaré map is
an isolated fixed point. A periodic orbit is called elementary if none of its
nontrivial multipliers is +1. As before, we have:
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Proposition 6.4.1. Elementary periodic orbits are isolated and can be con-
tinued.

We shall say that a periodic solution is stable, spectrally stable, etc. if the
corresponding fixed point of the Poincaré map has the same property. But
be careful: the timing is lost and this definition of stable is not the usual
definition due to Liapunov. The usual definition is as follows: the periodic
solution φ(t, ζ0) is Liapunov stable if for each ε > 0 there is a δ > 0 such that
‖φ(t, ζ)− φ(t, ζ0)‖ < ε for all t ∈ R provided ‖ζ − ζ0‖ < δ.

The definition used here is usually called orbital stability. Let φ(t, ζ0) be
a periodic solution and let P = {φ(t, ζ0) : t ∈ R}, so P is the orbit of the
periodic solution. The periodic solution φ(t, ζ0) is orbitally stable if for each
ε > 0, there is a δ > 0 such that d(φ(t, ζ),P) < ε for all t ∈ R, provided
‖ζ − ζ0‖ < δ. Here d is the distance from a point to a set.

Example: Consider the system

u̇ = v(1 + u2 + v2), v̇ = −u(1 + u2 + v2),

or, in polar coordinates,

ṙ = 0, θ̇ = −1 − r2.

All solutions are periodic, but the periods vary. Each orbit is a circle centered
at the origin. If two points are close, then the circles they lie on are uniformly
close. But the angular velocity differs in each circle, so if two solutions start
near to each other but on different circles, then at some time they will be far
apart. These solutions are orbitally stable (or stable in our sense), but not
Liapunov stable. To see that these solutions are stable in our sense, note that
θ = 0, r > 0 is a cross section for all the non-equilibrium solutions and the
Poincaré map is the identity map.

Example: Consider the system

u̇ = v + u(1 − u2 − v2), v̇ = −u + v(1 − u2 − v2),

which in polar coordinates is

ṙ = r(1 − r2), θ̇ = −1.

The origin is an elementary equilibrium point, and the unit circle is an el-
ementary periodic orbit. To see the latter claim, consider the cross section
θ ≡ 0 mod 2π. The first return time is 2π. The linearized equation about
r = 1 is ṙ = −2r, so the linearized Poincaré map is r −→ r exp(−4π). The
multiplier of the fixed point is exp(−4π).

6.5 Systems with Integrals

As we have seen, the monodromy matrix of a periodic solution has +1 as a
multiplier. If equation (6.9) were Hamiltonian, the monodromy matrix would
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be symplectic, so the algebraic multiplicity of the eigenvalue +1 would be
even and hence at least 2. Actually, this is simply due to the fact that an
autonomous Hamiltonian system has an integral.

Throughout this section, assume that equation (6.9) admits an integral F ,
where F is a smooth map from O to R, and assume that φ(t, ζ0) is a periodic
solution of period T . Furthermore, assume that the integral F is nondegen-
erate on this periodic solution, i.e., ∇F (ζ0) is nonzero. For a Hamiltonian
system, the Hamiltonian H is always nondegenerate on a non-equilibrium
solution since ∇H(ζ0) = 0 would imply an equilibrium.

Lemma 6.5.1. If F is nondegenerate on the periodic solution φ(t, ζ0), then
the multiplier +1 has algebraic multiplicity of at least 2. Moreover, the row
vector ∂F (ζ0)/∂x is a left eigenvector of the monodromy matrix corresponding
to the eigenvalue +1.

Proof. Differentiating F (φ(t, ζ)) ≡ F (z) with respect to z and setting z = ζ0
and t = T , we have

∂F (ζ0)

∂z

∂φ(T, ζ0)

∂z
=
∂F (ζ0)

∂z
,

which implies the second part of the lemma. Choose coordinates so that
f(ζ0) is the column vector (1, 0, . . . , 0)T and ∂F (ζ0)/∂z is the row vector
(0, 1, 0, . . . , 0). Since f(ζ0) is a right eigenvector and ∂F (ζ0∂z is a left eigen-
vector, the monodromy matrix B = ∂φ(T, ζ0)/∂z has the form

B =



















1 × × × ×
0 1 0 0 0
0 × × × ×
0 × × × ×
...
0 × × × ×



















Expand by minors and let p(λ) = det(B − λI). First, expand along the first
column to get p(λ) = (1−λ) det(B′ −λI), where B′ is the (m− 1)× (m− 1)
matrix obtained from B by deleting the first row and column. Next, expand
det(B′ − λI) along the first row to get p(λ) = (1 − λ)2 det(B′′ − λI) =
(1− λ)2q(λ), where B′′ is the (m− 2) × (m− 2) matrix obtained from B by
deleting the first two rows and columns.

Again, there is a good geometric reason for the degeneracy implied by this
lemma. The periodic solution lies in an (m − 1)-dimensional level set of the
integral, and typically in nearby level sets of the integral, there is a periodic
orbit. So periodic orbits are not isolated.

Consider the Poincaré map P : N −→ Σ, where N is a neighborhood of
w′ in Σ. Let ξ be flow box coordinates at w′, that is, ξ is a local coordinate
system at w′ with w′ corresponding to ξ = 0, and the equations (6.9) in these
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coordinates are ξ̇1 = 1, ξ̇2 = 0, . . . , ξ̇n = 0, and F (ξ) = ξ2 — see [51]. In these
coordinates, we may take Σ to be ξ1 = 0. Since ξ2 is the integral in these
coordinates, P maps the level sets ξ2 = constant into themselves, so we can
ignore the ξ2 component of P . Let e = ξ2, let Σe be the intersection of Σ
and the level set F = e, and let ξ3, . . . , ξn be coordinates in Σe. Here e is
considered as a parameter (the value of the integral). In these coordinates,
the Poincaré map P is a function of ζ = (ξ3, . . . , ξn) and the parameter e.
So P (e, ζ) = (e, Q(e, ζ)), where for fixed e, Q(e, ·) is a mapping of a neigh-
borhood Ne of the origin in Σe into Σe. Q is called the Poincaré map in
an integral surface. The eigenvalues of ∂Q(0, 0)/∂ζ are called the multipliers
of the fixed point in the integral surface or the nontrivial multipliers. By the
same argument as above, we have the following lemma.

Fig. 6.2. Poincaré map in an integral surface

Lemma 6.5.2. If the multipliers of the periodic solution of a system with
a nondegenerate integral are 1, 1, λ3, ..., λn, then the multipliers of the fixed
point in the integral surface are λ3, ..., λn.

Lemma 6.5.3. If the system is Hamiltonian, then the Poincaré map in an
integral surface is symplectic.

Proof. Use the Hamiltonian flow box theorem (see [51]) to get symplectic
flow box coordinates (ξ, η). In this case, H = η1 and the equations are
ξ̇1 = 1, ξ̇i = 0 for i = 2, . . . , n, and η̇i = 0 for i = 1, . . . , n. The cross
section is ξ1 = 0 and the integral parameter is η1 = e. The Poincaré map in
an integral surface in these coordinates is in terms of the symplectic coordi-
nates ξ2, . . . , ξn, η2, . . . , ηn on Σe. Since the total map (ξ, η) −→ φ(T, (ξ, η))
is symplectic, the map ζ −→ Q(e, ζ) is symplectic.
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If none of the nontrivial multipliers is 1 and the integral is nondegenerate
on the periodic solution, then we say that the periodic solution (or fixed
point) is elementary or nondegenerate.

Theorem 6.5.1. (Cylinder Theorem) An elementary periodic orbit of a sys-
tem with an integral lies in a smooth cylinder of periodic solutions parame-
terized by the integral F . (See Figure 6.3.)

Proof. Apply the implicit function theorem to Q(e, y) − y = 0 to get a one-
parameter family of fixed points y∗(e) in each integral surface F = e.

In the same manner we have the following important perturbation theorem.

Theorem 6.5.2. Let Hε : Pε → R be a smooth one-parameter family of
Hamiltonians for |ε| ≤ ε0. Let φ(t) be a non-degenerate T -periodic solution
of the system whose Hamiltonian is H0. Let h0 = H0(φ(t)). Then there exist
an ε1 > 0 and smooth functions T (ε, h), Φ(t, ε, h) such that for |ε| < ε1 and
|h− h0| < ε1:

1. T (0, h0) = T, Φ(t, 0, h0) = φ(t),
2. Hε(Φ(t, ε, h)) = h,
3. Φ(t, ε, h) is a T (ε, h)-periodic solution of the system whose Hamiltonian

is Hε.

This is an elementary and classical result (see Meyer and Hall [51] or
Abraham and Marsden [1]). The proof is a simple application of the implicit
function theorem to the cross section map restricted to an energy level.

The solution Φ(t, ε, h) will be called a continuation of φ(t).

Fig. 6.3. The cylinder of periodic solutions
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6.6 Systems with Symmetries

As before, let Ψ : G×M −→ M be an action of a Lie group G (with algebra
A) on a manifold M, and let there be a smooth vector field X defined on M

such that in local coordinates z, X has the form of the differential equation

ż = f(z). (6.11)

Let the general solution be φ(t, ζ). Assume that G is a symmetry group for
equation (6.11), so we have

φ(t, Ψ(g, ζ)) = Ψ(g, φ(t, ζ)) for all t ∈ R, g ∈ G, ζ ∈ M. (6.12)

Sometimes it is best to study the flow defined by (6.11) by dropping down
to the quotient space, and sometimes it is not. The reduced space may not be
a manifold everywhere, and it may be difficult to determine the nature of the
reduced space globally. Questions about periodic solutions are local questions,
so global assumptions about the reduced space may not be germane to the
problem at hand. Here we will look briefly at the periodic solutions on all of
M, not on the reduced space.

The solution φ(t, ζ0) returns to a symmetric configuration at a time T if
there is a g ∈ G such that

φ(T, ζ0) = Ψ(g, ζ0). (6.13)

Lemma 6.6.1. If (6.13) holds, then φ(nT, ζ0) = Ψ(gn, ζ0) for all n ∈ Z.

Proof. The formula holds for n = 0, 1. Assume it holds for some n > 1. Then

φ((n + 1)T, ζ0) = φ(T, φ(T, ζ0)) = φ(T, Ψ(gn, ζ0))

= Ψ(gn, φ(T, ζ0)) = Ψ(gn, Ψ(g, ζ0))

= Ψ(gn+1, ζ0),

so the formula holds for positive n. For negative n, note that

φ(T, Ψ(g−1, ζ0)) = Ψ(g−1, φ(T, ζ0)) = Ψ(g−1Ψ(g, ζ0)) = ζ0

and

Ψ(g−1, ζ0)) = φ(−T, φ(T, Ψ(g−1, ζ0)) = φ(−T, ζ0)

and use induction as before.
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Thus if a solution returns to a symmetric configuration once, it will do so
periodically. There are two cases.

Consider the map Ψ(·, ζ0) : G −→ M. The image of this map, denoted by
O ⊂ M, is the set of images of the point ζ0 by the group action; it is called
the orbit of G through ζ0. For each a ∈ A, ψa(t, ζ) = Ψ(eat, ζ) is a flow which
commutes with φ(t, ζ). Let

V =

{

dψa(t, ζ0)

dt

∣

∣

∣

t=0
: a ∈ A and geat ≡ eatg

}

.

V is the set of tangent vectors to O at ζ0. Let w = φ̇(0, ζ0). The two cases are
(i) w ∈ V , in which case we call the solution φ(t, ζ0) a relative equilibrium,
and (ii) w /∈ V , in which case we call the solution φ(t, ζ0) a relative periodic
solution.

In order to find a relative periodic solution, one must solve (6.13), or
equivalently, solve

Ψ(g−1, φ(T, ζ))
∣

∣

∣

ζ=ζ0

= ζ0 (6.14)

for g, T, ζ0. Define the (characteristic) multipliers of the relative periodic
solution (equilibrium) to be the eigenvalues of

∂Ψ(g−1 , φ(T, ζ))

∂ζ

∣

∣

∣

ζ=ζ0

.

Lemma 6.6.2. Let the dimension of V be s. Then a relative equilibrium has
the multiplier +1 with multiplicity at least s and a relative periodic solution
has the multiplier +1 with multiplicity at least s+ 1.

Proof. Since all of the actions Ψ, ψa, φ commute, equation (6.14) implies

Ψ(g−1, φ(T, ψa(t, ζ0))) ≡ ψa(t, ζ0).

Differentiate this expression with respect to t and set t = 0 to get

∂Ψ(g−1 , φ(T, ζ0))

∂ζ

dψa(t, ζ)

dt

∣

∣

∣

t=0
=
dψa(t, ζ)

dt

∣

∣

∣

t=0

so each vector in V is an eigenvector corresponding to the eigenvalue +1.
Therefore, the multiplicity is at least s.

We also have
Ψ(g−1, φ(T, φ(t, ζ0))) = φ(t, ζ0).

Differentiate this expression with respect to t and set t = 0 to get

∂Ψ(g−1, φ(T, ζ0))

∂ζ

dφ(t, ζ)

dt

∣

∣

∣

t=0
=
dψ(t, ζ)

dt

∣

∣

∣

t=0

so w = φ̇(T, ζ0) is also an eigenvector corresponding to +1. If w /∈ V , then
the multiplicity is at least s+ 1.
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6.7 Hamiltonian Systems with Symmetries

Assume we are in the same situation as in Section 5.5, that is, let M be a
symplectic manifold of dimension 2n, Ψ : G × M −→ M a symplectic action
of the Lie group G of dimension m, A the algebra of G, and H : M −→ R a
Hamiltonian that admits G as a symmetry group.

Assume that there are m members of the algebra A which giving to m
integrals F1, . . . , Fm : M −→ R. Let F = (F1, . . . , Fm). Assume that a ∈ Rm

is a regular value for F, so that N = F−1(a) is a submanifold of M of
dimension 2n −m. Let Ga be the subgroup of G that leaves N fixed. Now
Ga acts on N as a symmetry group. Define V and s as in the last section.

Lemma 6.7.1. Under the assumptions stated above, a relative equilibrium
has the multiplier +1 with multiplicity at least m+ s and a relative periodic
solution has the multiplier +1 with multiplicity at least m+ s+ 2.

For the spatial N -body problem, we havem = 3+3 = 6 and s = 3+1 = 4,
so a relative periodic solution has the multiplier +1 with multiplicity at least
12. For the planarN -body problem, we havem = 2+1 = 3 and s = 2+1 = 3,
so a relative periodic solution has the multiplier +1 with multiplicity at least
6. These are very degenerate problems!

A sharper, less geometric and more algebraic result is as follows. Let F
be the set of all integrals for the system with HamiltonianH (so in particular
H ∈ F), W = {J∇F (ζ0) : F ∈ F} ⊂ R2n, Z = {u ∈W : {u,W} = 0}.

Theorem 6.7.1. The geometric multiplicity of the multiplier +1 of a peri-
odic solution is at least dimW . The algebraic multiplicity of the multiplier
+1 of a periodic solution is at least dimW + dimZ.

Proof. See Meyer 1973 [50]

6.8 Problems

Refer to the problems at the end of Chapter 5 before considering the first
few problems here.

1 Consider a system of equations u̇ = f(u), u ∈ R2n which admits a time
reversing symmetry f(Ru) = −Rf(u) where R is an 2n×2n matrix such
that R is similar to diag {In,−In}. Let FIX = {u ∈ R2n : Su = u}.
Show that FIX is an n dimensional subspace of R2n. Show that if φ(t)
is a solution with φ(0) ∈ FIX and φ(T ) ∈ FIX with T > 0, then φ(t)
is a 2T -periodic solution and the orbit of this periodic solution is carried
into itself by R. Such a periodic solution is called a symmetric periodic
solution.
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2 Let S be an anti-symplectic (ST JS = −J), 2n×2n matrix which is similar
to diag {In,−In}. Prove that the fixed point set of S, FIX = {u ∈ R2n :
Su = u} is a Lagrangian subspace. A Lagrangian subspace of R2n is an
n-dimensional linear subspace such that the Poisson bracket ({u, v}) is
identically zero.

3 Show that a solution of the restricted problem which crosses the sygyzy
axis (the line joining the primaries) perpendicularly at times t = 0 and
t = T , T > 0 is a symmetric 2T periodic solution.

4 (Gareth Roberts) Show that a solution is a relative equilibrium as defined
in the text if and only if it becomes an equilibrium on the reduced space.



7. Satellite Orbits

Here we prove the existence of Poincaré’s “periodic orbits of the first kind” by
the methods developed in the previous chapters. By first kind, he meant that
the solutions were planar and nearly circular. We do not follow Poincaré’s
original proof exactly. He used a discrete symmetry, arguing that if the three
bodies are collinear at time t = 0 and again at a time t = T > 0, then they
will return to their same relative position periodically with period T . That
is to say, these solutions are not necessarily periodic in fixed space, but are
periodic when the rotational symmetry is eliminated. In fact, Poincaré was
proving the existence of periodic solutions on the reduced space, which we call
relative periodic solutions. His proof does not give any information about the
characteristic multipliers of these solutions and so contains no information
about the stability of these orbits. A by-product of the proof given here is
that the solutions are elliptic and hence linearly stable.

7.1 Main Problem for Satellite Problem

In celestial mechanics, the “main problem” is the equation of the first ap-
proximation, so “defining the main problem” is setting forth the assumptions
that yield the correct equations of the first approximation. One of Hill’s major
contributions to celestial mechanics was redefining the main problem of lunar
theory — see Chapter 11 for details. Here we will define the main problem
for Poincaré’s periodic solutions of the first kind.

Consider a fixed Newtonian frame and let (q0,q1,q2; p0,p1,p2) be the
position and momentum vectors, relative to this frame, of three particles
having masses m0, m1, m2. In our informal discussions, we shall refer to the
particle of mass m0 as the sun and the particles of masses m1 and m2 as the
satellites.

Since we wish to eliminate the motion of the center of mass, we choose to
represent the equations in Jacobi coordinates (q,x1,x2,G,y1,y2) and then
set g = G = 0. That is, we perform the following symplectic change of
coordinates,
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x1 = q1 − q0,
x2 = q2 − (m0 +m1)

−1{m0q0 +m1q1},
y1 = (m0 +m1)

−1{m0p1 −m1p0},
y2 = (m0 +m1 +m2)

−1{(m0 +m1)p2 −m2(p0 + p1)},

obtaining

H =

2
∑

i=1

(‖yi‖2

2Mi

)

− m0m1

‖x1‖
− m1m2

‖x2 − α0x1‖
− m2m0

‖x2 + α1x1‖
, (7.1)

where

M1 =
m0m1

(m0 +m1)
, M2 =

m2(m0 +m1)

(m0 +m1 +m2)
,

α0 =
m0

(m0 +m1)
, α1 =

m1

(m0 +m1)
.

The main assumption for this problem is that the sun is much more
massive than the satellites, i.e., we scale by

m1 −→ εm1 , m2 −→ εm2

so that
M1 = εm1 +O(ε2), M2 = εm2 + O(ε2).

Scale the variables by

y1 −→ εy1, y2 −→ εy2 ,

which is symplectic with multiplier ε−1, so the Hamiltonian becomes

H =

{‖y1‖2

2m1
− m0m1

‖x1‖

}

+

{‖y2‖2

2m2
− m0m2

‖x2‖

}

+ O(ε). (7.2)

To see the above, note that ‖q1 − q0‖ = ‖x1‖ and ‖q2 − q0‖ = ‖x2‖+O(ε).
Thus to the first order, the problem is two Kepler problems.

Now change from rectangular coordinates x1,x2,y1,y2 to polar coordi-
nates r1, θ1, r2, θ2, R1, Θ1, R2, Θ2 so that the Hamiltonian becomes

H =
1

2m1

{

R2
1 +

Θ2
1

r21

}

− m0m1

r1
+

1

2m2

{

R2
2 +

Θ2
2

r22

}

− m0m2

r2
+O(ε).

Total angular momentum O = Θ1 + Θ2 is an integral and the problem
is invariant under rotation, so H is invariant under the transformation
(θ1, θ2) −→ (θ1 + γ, θ2 + γ). Thus to drop down to the reduced space, make
the following symplectic change of variables:

φ1 = θ1, Φ1 = Θ1 + Θ2,

φ2 = θ2 − θ1, Φ2 = Θ2.
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Now φ1 is ignorable and Φ1 is an integral, so on the reduced space ignore φ1

and set Φ1 = c, a constant. Then local coordinates on the reduced space are
r1, r2, φ2, R1, R2, Φ2 and the Hamiltonian becomes

H =
1

2m1

{

R2
1 +

(c − Φ2)
2

r21

}

− m0m1

r1
+

1

2m2

{

R2
2 +

Φ2
2

r22

}

− m0m2

r2
+O(ε).

The main problem is the equation obtained from the above Hamiltonian with
ε = 0, i.e., the first approximation.

7.2 Continuation of Solutions

Set ε = 0 so that the problem decouples completely and Φ2 is an integral
again. Let Φ2 = b, c = a+ b, so the equations of motion on the reduced space
when ε = 0 are

ṙ1 =
R1

m1
, Ṙ1 =

a2

m1r31
− m0m1

r21
,

ṙ2 =
R2

m1
, Ṙ2 =

b2

m2r
3
2

− m0m2

r22
,

φ̇2 =
b

m2r22
− a

m1r21
, Φ̇2 = 0.

The ri, Ri equations have a critical point at

r1 = r̃1 =
a2

m0m
2
1

, R1 = 0,

r2 = r̃2 =
b2

m0m2
2

, R2 = 0,

and the variational equation about this critical point is

r̈1 + n2
1r1 = 0, r̈2 + n2

2r2 = 0,

where

n1 =
m2

0m
3
1

a3
, n2 =

m2
0m

3
2

b3
.

These quantities are just the mean anomalies for the circular solutions of
the Kepler problem. Recall that the mean anomaly of a circular orbit of the
Kepler problem is just its frequency.

The equation for φ2 when r1 = r̃1, r2 = r̃2, R1 = 0, R2 = 0 is

φ̇2 = n2 − n1 = N.
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Thus the equations when ε = 0 have a periodic solution r1 = r1, r2 = r2, R1 =
0, R2 = 0, Φ2 = c, φ2 = Nt and its period is

T =
2π

N

and its characteristic multipliers are

+1,+1, e±in1T , e±in2T .

This periodic solution is nondegenerate (elliptic, in fact), provided only two
multipliers are equal to +1, i.e., provided

n1

n2 − n1
/∈ Z,

n2

n2 − n1
/∈ Z. (7.3)

If this condition holds, then the periodic solution is nondegenerate when
ε = 0 and so, by Theorem 6.5.2, it can be continued into the full three-body
problem on the reduced space. Thus we have

Theorem 7.2.1. When ε = 0, the system whose Hamiltonian is (7.2) con-
sists of two Kepler problems. Circular periodic solutions of these two Kepler
problems such that (7.3) holds can be continued into the three-body problem
with two small masses as elliptic relative periodic solutions.

7.3 Problems

1 Consider the restricted problem (2.7) with µ considered as a small param-
eter. When µ = 0 you have the Kepler problem in rotating coordinates.
Change to polar coordinates and investigate what happens when the
circular orbits of the Kepler problem in rotating coordinates are nonde-
generate, and hence can be continued into the restricted problem for µ
small. These periodic solutions of the restricted problem correspond to
the periodic solutions of the first kind of Poincaré.

2 Show that the elliptic solutions of the Kepler problem in rotating coordi-
nates are degenerate (all the multipliers are +1).

3 Try the same type of scaling on the four (or more) body problem. Assume
one mass is finite and the others are order ε. Show that the circular
solutions when ε = 0 are degenerate (too many +1s).

4 Show that there are symmetric periodic solutions of the (N+1)-body prob-
lem when one particle has finite mass and the others have mass of order
ε. See Moulton [58].

5 Show that there are periodic solutions of the spatial three-body problem
with masses m0, εm1, εm2 which are continuation of doubly-symmetric
circular orbits of the spatial Kepler problem in rotating coordinates. See
Soler [84].



8. The Restricted Problem

Previously we introduced the restricted problem whose Hamiltonian is (2.7).
Since there are various “restricted problems” we need to be more precise. In
general in a restricted problem one or more particles are assumed to have mass
equal to zero (the infinitesimal(s) or satellite(s)) and several of the particles
have finite mass (the primaries). The k primaries are assumed to follow some
known solution of the k–body problem while the infinitesimals move under
the gravitational influence of the primaries. But since the infinitesimals have
no mass they have no effect on the motion of the primaries or each other.

What we have called the restricted problem is more properly called the
circular restricted three–body problem. The three particles have mass µ, 1−
µ, 0, µ > 0 and so it is restricted. The primaries of mass µ and 1−µ move on
a circular solution of the two–body problem and hence are “circular”. Since
it has been studied extensively by Poincaré, Birkhoff and countless others,
the adjectives are usually dropped and it becomes known as “the” restricted
problem.

In this chapter we will discuss the classical restricted problem in the plane
and in space and then we will introduce the circular restricted (N +1)–body
problem. We will drop the adjective “circular” in this chapter since this is
the only case considered. Non-circular restricted problems are discussed in
Chapter 12.

To define the general restricted (N+1)–body problem take any planar cen-
tral configuration (q1, . . . , qN) = (a1, . . . , aN) of the N–body problem. This
choice is the selection the primaries. So (q1, . . . , qN , p1, . . . , pN) = (a1, . . . , aN ,
ωm1a1, . . . , ωmNaN ) is a relative equilibrium, i.e. an equilibrium point in a
rotating coordinate system rotating with angular velocity ω. The rotation is
about the origin in R2 for the planar problem or about the z axis in R3 for
the spatial problem. By scaling the size of the central configuration we will
assume that ω = 1. Now place a particle of mass zero (the infinitesimal) in the
gravitational field created by the primaries. The motion of the infinitesimal
is governed by the equations of motion whose Hamiltonian is

HRN = ‖η‖2/2 − ξTJη −
N
∑

j=1

mj

‖aj − ξ‖ . (8.1)
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In the planar case ξ, η ∈ R2 and J = J2 and in the spatial case ξ, η ∈ R3

and J = J∗, where

J2 =

(

0 1
−1 0

)

, J∗ =





0 1 0
−1 0 0
0 0 0



 .

In this chapter, we show that under mild nonresonance assumptions, a
nondegenerate periodic solution of the planar or spatial restricted three–
body problem can be continued into the full three–body problem and then
we generalize this result to the (N + 1)–body case. This result follows easily
from the standard perturbation result for Hamiltonian systems, Theorem
6.5.2, after the Hamiltonian of the problem with one small mass has been
correctly scaled. This scaling shows that the restricted problem is indeed the
first approximation of the full problem with one small mass.

Also we shall show that some bifurcation results for the restricted problem
can be continued into the three or (N + 1)–body problem.

8.1 Main Problem for the Three-Bodies

In this section we make a series of symplectic changes of variables in the
three–body problem which show that the restricted problem is the limit of
the reduced problem with one small mass. The reduced problem with one
small mass is separable to the first approximation, i.e. the Hamiltonian of the
reduced problem to the first approximation is the sum of the Hamiltonian of
the restricted problem and the Hamiltonian of the harmonic oscillator.

The three–body problem in the plane is a six degree of freedom problem
and a nine degree of freedom problem in space. By placing the center of mass
at the origin and setting linear momentum equal to zero, the planar problem
reduces to a four degree of freedom problem and the spatial problem to a six
degree of freedom problem. This is easily done by using Jacobi coordinates
— see Section 3.5. The Hamiltonian of the three–body problem in rotating
(about the z-axis) Jacobi coordinates (x0, x1, x2, y0, y1, y2) is

H =
‖ y0 ‖2

2M0
− xT

0 Jy0 +
‖ y1 ‖2

2M1
− xT

1 Jy1 −
m0m1

‖ x1 ‖+

‖ y2 ‖2

2M2
− xT

2 Jy2 −
m1m2

‖ x2 − α0x1 ‖ − m2m0

‖ x2 + α1x1 ‖

where

M0 = m0 +m1 +m2, M1 =
m0m1

m0 +m1
, M2 =

m2(m0 +m1)

m0 +m1 +m2
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α0 =
m0

m0 +m1
, α1 =

m1

m0 +m1
.

In the planar problem xi, yi ∈ R2 and J = J2, whereas, in the spatial problem
xi, yi ∈ R3 and J = J∗. In these coordinates x0 is the center of mass, y0 is
total linear momentum, and total angular momentum is

O = x0 × y0 + x1 × y1 + x2 × y2.

The set x0 = y0 = 0 is invariant and setting these two coordinates to zero
effects the first reduction. Setting x0 = y0 = 0 reduces the planar problem by
two degrees of freedom and the spatial problem by three degrees of freedom.

Assume that one of the particles has small mass by setting m2 = ε2 where
ε is to be considered as a small parameter. Also set m0 = µ,m1 = 1− µ and
ν = µ(1 − µ), so that

M1 = ν = µ(1 − µ), M2 = ε2/(1 + ε2) = ε2 − ε4 + · · · .

α0 = µ, α1 = 1 − µ.

The Hamiltonian becomes
H = K + H̃

where

K =
1

2ν
‖ y1 ‖2 −xT

1 Jy1 − ν

‖ x1 ‖ ,

and

H̃ =
(1 + ε2)

2ε2
‖ y2 ‖2 −xT

2 Jy2 − ε2(1 − µ)

‖ x2 − µx1 ‖ − ε2µ

‖ x2 + (1 − µ)x1 ‖ .

K is the Hamiltonian of the Kepler problem in rotating coordinates. We can
simplifyK by making the scaling xi → xi, yi → νyi,K → ν−1K, H̃ → ν−1H̃ ,
ε2ν−1 → ε2 so that

K =
1

2
‖ y1 ‖2 −xT

1 Jy1 −
1

‖ x1 ‖ . (8.2)

and

H̃ =
(1 + νε2)

2ε2
‖ y2 ‖2 −xT

2 Jy2 − ε2(1 − µ)

‖ x2 − µx1 ‖ − ε2µ

‖ x2 + (1 − µ)x1 ‖ . (8.3)

We consider angular momentum to be nonzero. In the planar problem we
can reduce the problem by one more degree of freedom by holdingA fixed and
ignoring rotations about the origin. One way to reduce the spatial problem
by two more degrees is to hold A fixed and eliminate the rotational symmetry
about the A axis. Another way to reduce the spatial problem is to note that
Az, the z-component of angular momentum, and A =‖ A ‖, the magnitude
of angular momentum, are integrals in involution. It is a classical result that
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one can reduce a system by two degrees of freedom if there are given two
independent integrals in involution [92].

Consider the planar case first. In K change from rectangular coordinates
x1, y1 to polar coordinates so that

K = K2 =
1

2

{

R2 +
Θ2

r2

}

− Θ − 1

r
, (8.4)

where r, θ are the usual polar coordinates in the plane, R is radial momentum
and Θ is angular momentum. This problem admits K2 and Θ as integrals in
involution.

K2 has a critical point at

r = 1, θ = 0, R = 0, Θ = 1.

Expand K2 in a Taylor series about this critical point, ignore the constant
term, and make the scaling

r − 1 −→ εr, θ −→ θ,

R −→ εR, Θ − 1 −→ ε2Θ,

K2 −→ ε−2K2,

to get

K2 =
1

2

{

r2 +R2
}

+O(ε).

Now scale H̃ by the above and

x2 = ξ, y2 = ε2η, H̃ −→ ε−2H̃. (8.5)

The totality is a symplectic scaling with multiplier ε−2 and so the Hamil-
tonian of the planar three–body problem becomes HR + 1

2
(r2 + R2) + O(ε),

where HR is the Hamiltonian of the restricted three–body problem, i.e.

HR =
1

2
‖ η ‖2 −ξT Jη − (1 − µ)

‖ ξ − (µ, 0) ‖ − µ

‖ ξ + (1 − µ, 0) ‖ . (8.6)

To obtain the above expansion recall x1 = (r cos θ, r sin θ) = (1, 0) + O(ε).
Thus in the planar case the Hamiltonian of the reduced three–body problem
is to the first approximation the sum of the Hamiltonian of the restricted
problem and the Hamiltonian of the harmonic oscillator.

Thus symplectic coordinates on the reduced space are ξ, r, η, R. What
do the new coordinates mean? The mass of the satellite is ε2 and y2 is its
momentum, so η is its velocity. ξ is the satellite’s position. r and R measure
the deviation of the primaries from a circular path.
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We take a different tack for the spatial case. In the spatial case K = K3

has a critical point at x1 = a = (1, 0, 0)T , y1 = b = (0, 1, 0)T — it corresponds
to a circular orbit of the Kepler problem. Expand K3 in a Taylor series about
this point, ignore the constant term and make the scaling

x1 → a+ εu, y1 → b+ εv, K3 → ε−2K3 (8.7)

to get K3 = K∗ + O(ε) where

K∗ =
1

2

(

v2
1 + v2

2 + v2
3

)

+ u2v1 − u1v2 +
1

2

(

−2u2
1 + u2

2 + u2
3

)

. (8.8)

Again scale H̃ by (8.7) and (8.5). The totality is a symplectic scaling
with multiplier ε−2 and so the Hamiltonian of the spatial three–body problem
becomes HR+K∗+O(ε) where K∗ is given in (8.8) andHR is the Hamiltonian
of the spatial restricted problem (i.e. (8.6) with (µ, 0) and (1−µ, 0) replaced
by (µ, 0, 0) and (1 − µ, 0, 0)).

We have already reduced the spatial problem by using the transitional
invariance and the conservation of linear momentum, so now we will com-
plete the reduction by using the rotational invariance and the conservation
of angular momentum.

Recall that angular momentum in the original unscaled coordinates is
O = x1 × y1 + x2 × y2 and in the scaled coordinates it becomes

O = (a+ εu) × (b + εv) + ε2ξ × η (8.9)

and so holding angular momentum fixed by setting A = a × b imposes the
constraint

0 = a× v + u× b +O(ε) = (−u3,−v3, v2 + u1) +O(ε). (8.10)

Now let us do the reduction when ε = 0 so that the Hamiltonian is
H = HR + K∗ and holding angular momentum fixed is equivalent to u3 =
v3 = v2 + u1 = 0. Notice that the angular momentum constraint is only on
the q, p variables. Make the symplectic change of variables

r1 = u1 + v2, R1 = v1,

r2 = u2 + v1, R2 = v2,

r3 = u3, R3 = v3,

(8.11)

so that

K∗ =
1

2
(r22 +R2

2) +
1

2
(r23 + R2

3) + r1R2 − r21 . (8.12)

Notice that holding angular momentum fixed in these coordinates is equiv-
alent to r1 = r3 = R3 = 0, that R1 is an ignorable coordinate, and r1 is an
integral. Thus passing to the reduced space reduces K∗ to
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K∗ =
1

2
(r22 + R2

2). (8.13)

Thus when ε = 0 the Hamiltonian of the reduced three–body problem be-
comes

H = HR +
1

2
(r2 +R2), (8.14)

which is the sum of the Hamiltonian of the restricted three–body problem
and a harmonic oscillator. Here in (8.14) and henceforth we have dropped
the subscript 2. The equations and integrals all depend smoothly on ε and
so for small ε the Hamiltonian of the reduced three–body problem becomes

H = HR +
1

2
(r2 + R2) +O(ε). (8.15)

We get the same form for the Hamiltonian in both the planar and the
spatial problems. We can also introduce action angle variables (I, ι) by

r =
√

2I cos ι, R =
√

2I sin ι,

to give
H = HR + I +O(ε) (8.16)

in both cases.

The reduced three–body problem in two or three dimensions with one small
mass is approximately the product of the restricted problem and a harmonic
oscillator.

8.2 Continuation of Periodic Solutions

A periodic solution of a conservative Hamiltonian system always has the
characteristic multiplier +1 with algebraic multiplicity at least 2. If the pe-
riodic solution has the characteristic multiplier +1 with algebraic multiplic-
ity exactly equal to 2 then the periodic solution is called non-degenerate or
sometimes elementary. A non-degenerate periodic solution lies in a smooth
cylinder of periodic solutions which are parameterized by the Hamiltonian.
Moreover, if the Hamiltonian depends smoothly on parameters then the pe-
riodic solution persists for small variations of the parameters — see Chapter
6.

Theorem 8.2.1. A nondegenerate periodic solution of the planar or spatial
restricted three–body problem whose period is not a multiple of 2π can be
continued into the reduced three–body problem.

More precisely:
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Theorem 8.2.2. Let η = φ(t), ξ = ψ(t) be a periodic solution with period T
of the restricted problem whose Hamiltonian is (8.6). Let its multipliers be
+1,+1, β, β−1 in the planar case or +1,+1, β1, β

−1
1 , β2 , β

−1
2 in the spatial

case. Assume that T 6= n2π for all n ∈ Z and β 6= +1 in the planar case
or β1 6= +1 and β2 6= +1 in the spatial case. Then the reduced three–body
problem, the system with Hamiltonian (8.15), has a periodic solution of the
form η = φ(t) + O(ε), ξ = ψ(t) + O(ε), r = O(ε), R = O(ε) whose period
is T + O(ε). Moreover, its multipliers are +1,+1, β + O(ε), β−1 + O(ε),
eiT +O(ε), e−iT +O(ε) in the planar case or +1,+1, β1 +O(ε), β−1

1 +O(ε),
β2 + O(ε), β−1

2 +O(ε), eiT +O(ε), e−iT +O(ε) in the spatial case.

Proof. When ε = 0 the reduced problem with Hamiltonian (8.15) has the pe-
riodic solution η = φ(t), ξ = ψ(t), r = 0, R = 0 with period T . Its multipliers
are +1,+1, β, β−1, eiT , e−iT in the planar case or +1,+1, β1, β

−1
1 , β2, β

−1
2 ,

eiT , e−iT in the spatial case. By the assumption T 6= n2π it follows that
e±iT 6= +1 and so this periodic solution is non-degenerate. The classical con-
tinuation theorem (Theorem 6.5.2) can be applied to show that this solution
can be continued smoothly into the problem with ε small and non-zero.

The planar version of this theorem is due to Hadjidemetriou [30]. There are
similar theorems about non-degenerate symmetric periodic solutions – see
[48] and the problems. For a different approach, see [42].

There are three classes of non-degenerate periodic solutions of the re-
stricted problem that are obtained by continuation of the circular orbits of
the Kepler problem using a small parameter. The small parameter might be
µ, the mass ratio parameter, giving the periodic solutions of the first kind of
Poincaré [81, 66], a small distance giving Hill’s lunar orbits [13, 19, 81], or a
large distance giving the comet orbits [48, 56]. All these papers cited except
[48] use a symmetry argument, and so do not calculate the multipliers.

However, in Meyer and Hall [51] a unified treatment of all three cases is
given and the multipliers are computed and found to be nondegenerate. Thus,
there are three corresponding families of periodic solutions of the reduced
problem. The corresponding results with independent proofs for the reduced
problem are found in [47, 48, 57, 56, 65, 80].

One of the most interesting families of nondegenerate periodic solution of
the spatial restricted problem can be found in Belbruno [11]. He regularized
double collisions when µ = 0 and showed that some spatial collision orbits
are nondegenerate periodic solutions in the regularized coordinates. Thus,
they can be continued into the spatial restricted problem as nondegenerate
periodic solutions for µ 6= 0. Now these same orbits can be continued into
the reduced three–body problem.
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8.3 Bifurcations of Periodic Solutions

Many families of periodic solutions of the restricted problem have been stud-
ied and numerous bifurcations have been observed. Most of these bifurcations
are ‘generic one parameter bifurcations’ as defined in [46]: also see [51] Chap-
ter VIII. Other bifurcations seem to be generic in either the class of sym-
metric solutions or generic two-parameter bifurcations. We claim that these
bifurcations can be carried over to the reduced three–body problem mutatis
mutandis. Since there are a multitude of different bifurcations and they are
all generalized in a similar manner we shall illustrate only one simple case
— the 3-bifurcation of [46] called the phantom kiss in [1]. My son suggested
that 3-bifurcations should be called trifurcations.

Let p(t, h) be a smooth family of non-degenerate periodic solutions of the
restricted problem parameterized by HR , i.e. HR(p(t, h)) = h, with period
τ (h). When h = h0 let the periodic solution be p0(t) with period τ0, so
p0(t) = p(t, h0) and τ0 = τ (h0). We will say that the τ0-periodic solution
p0(t) of the restricted problem is a 3-bifurcation orbit if the cross section map
(ψ, Ψ) −→ (ψ′, Ψ ′) in the surface HR = h for this periodic orbit can be put
into the normal form

ψ′ = ψ + (2πk/3) + α(h− h0) + βΨ1/2 cos(3ψ) + · · ·

Ψ ′ = Ψ − 2βΨ3/2 sin(3ψ) + · · ·

T = τ0 + · · ·

and k = 1, 2, and α and β are non-zero constants. In the above ψ, Ψ are nor-
malized action-angle coordinates in the cross section intersect HR = h, and
T is the first return time for the cross section. The periodic solution, p(t, h),
corresponds to the point Ψ = 0. The multipliers of the periodic solution p0(t)
are +1,+1, e+2kπi/3, e−2kπi/3 (cube roots of unity) so the periodic solution is
a nondegenerate elliptic periodic solution. Thus, this family of periodic solu-
tions can be continued into the reduced problem provided τ0 is not a multiple
of 2π by the result of the last subsection.

The above assumptions imply that the periodic solution p(t, h) of the
restricted problem undergoes a bifurcation. In particular, there is a one pa-
rameter family, p3(t, h), of hyperbolic periodic solution of period 3τ0 + · · ·
whose limit is p0(t) as h −→ h0. See [46, 51] for complete details.

Theorem 8.3.1. Let p0(t) be a 3-bifurcation orbit of the restricted problem
that is not in resonance with the harmonic oscillator, i.e. assume that 3τ0 6=
2nπ, for n ∈ Z. Let p̃(t, h, ε) be the τ̃ (h, ε)-periodic solution which is the
continuation into the reduced problem of the periodic solution p(t, h) for small
ε. Thus p̃(t, h, ε) −→ (p(t, h), 0, 0) and τ̃(h, ε) −→ τ (h) as ε −→ 0.

Then there is a function h̃0(ε) with h̃0(0) = h0 such that p̃(t, h̃0(ε), ε) has
multipliers +1,+1, e+2kπi/3, e−2kπi/3, e+τi+O(ε), e−τi+O(ε), i.e. exactly one
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pair of multipliers are cube roots of unity. Moreover, there is a family of peri-
odic solutions of the reduced problem, p̃3(t, h, ε) with period 3τ̃ (h, ε)+ · · · such
that p̃3(t, h, ε) −→ (p3(t, h), 0, 0) as ε −→ 0 and p̃3(t, h, ε) −→ p̃(t, h̃0(ε), ε)
as h −→ h̃0(ε). The periodic solutions of the family p̃3(t, h, ε) are hyperbolic-
elliptic, i.e. they have two multipliers equal to +1, two multipliers which are
of unit modulus, and two multipliers which are real and not equal to ±1.

Proof. Since the Hamiltonian of the reduced problem is H = HR + 1
2 (r2 +

R2) + O(ε) we can compute the cross section map for this periodic solution
in the reduced problem for ε = 0. Use as coordinates ψ, Ψ, r, R in this cross
section and let η = h− h0. The period map is (ψ, Ψ, r, R) −→ (ψ′, Ψ ′, r′, R′)
where

ψ′ = ψ′(ψ, Ψ, r, R, η, ε) = ψ + (2πk/3) + αη + βΨ1/2 cos(3ψ) + · · ·

Ψ ′ = Ψ ′(ψ, Ψ, r, R, η, ε) = Ψ − 2βΨ3/2 sin(3ψ) + · · ·
(

r′

R′

)

=

(

r′(ψ, Ψ, r, R, η, ε)
R′(ψ, Ψ, r, R, η, ε)

)

= B

(

r
R

)

+ · · ·

where

B =

(

cos τ sin τ
− sin τ cos τ

)

.

Since the periodic solution of the restricted problem is non-degenerate it can
be continued into the reduced problem and so we may transfer the fixed point
to the origin, i.e. Ψ = r = R = 0 is fixed.

Since α 6= 0 we can solve ψ′(0, 0, 0, 0, η, ε) = 2πk/3 for η as a function of
ε to get η̃(ε) = h− h̃0(ε). This defines the function h̃0.

Compute the third iterate of the period map to be

(ψ, Ψ, r, R) −→ (ψ3 , Φ3, r3, R3),

where
ψ3 = ψ + 2πk + 3αη + 3βΨ1/2 cos(3ψ) + · · · ,

Ψ3 = Ψ − 2βΨ3/2 sin(3ψ) + · · · ,
(

r3

R3

)

= B3

(

r
R

)

+ · · ·

Since 3τ 6= 2kπ the matrix B3 − E is nonsingular, where E is the 2 × 2
identity matrix. Thus we can solve the equations r3 − r = 0, R3 −R = 0 and
substitute the solutions into the equations for ψ3 − ψ = 0, Ψ3 − Ψ = 0.

The origin is always a fixed point; so, Ψ is a common factor in the formula
for Ψ3. Since β 6= 0, the equation (Ψ3 − Ψ)/(−2βΨ3/2) = sin(3ψ) + · · · can
be solved for six functions ψj(Ψ, h) = jπ/3 + · · · , j = 0, 1, . . . , 5. For even
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j, cos 3ψj = +1 + · · ·, and for odd j, cos 3ψj = −1 + · · ·. Substituting these
solutions into the ψ equation gives (ψ3 − ψ − 2hπ)/3 = αη ± βΨ1/2 + · · ·.
The equations with a plus sign have a positive solution for Ψ when αβη is
negative, and the equations with the negative sign have a positive solution

for Ψ when αβη is positive. The solutions are of the form Ψ
1/2
j = ∓αη/β.

Compute the Jacobian along these solutions to be

∂(Ψ3, ψ3)

∂(Ψ, ψ)
=

(

1 0
0 1

)

+

(

0 ∓6βΨ
3/2
j

±(3β/2)Ψ
1/2
j 0

)

,

and so the multipliers are 1±3α2η2, and the periodic points are all hyperbolic-
elliptic.

There are many other types of generic bifurcations, e.g. Hamiltonian
saddle-node bifurcation, period doubling, k-bifurcations with k > 3 etc. as
listed in [46, 51]. If such a bifurcation occurs in the restricted problem and
the period of the basic periodic orbit is not a multiple of 2π then a simi-
lar bifurcation takes place in the reduced problem also. The proofs will be
essentially the same as the proof given above.

8.4 Main Problem for (N + 1)-Bodies

Consider the (N+1)–body problem with HamiltonianHN+1 in rotating rect-
angular coordinates (q, p) where the particles are indexed from 0 to N , and
make one mass small by setting m0 = ε2. Then Hamiltonian (2.5) becomes

HN+1 = ‖p0‖2/2ε2 − qT
0 Jp0 −

N
∑

j=1

ε2mj

‖qj − q0‖
+HN , (8.17)

where HN is the Hamiltonian of the N–body problem with particles indexed
from 1 to N .

Select the primaries by choosing any planar central configuration of the
N–body problem, say (a1, . . . , aN). Let Z = (q1, . . . , qN ; p1, . . . , pN) and
Z∗ = (a1, . . . , aN ; −m1Ja1, . . . ,−mNJaN), so Z∗ is a relative equilibrium.
(Here we have scaled the central configuration so that the frequency ω is 1.)
By Taylor’s theorem, we have

HN(Z) = HN(Z∗) +
1

2
(Z − Z∗)TS(Z − Z∗) + O(‖Z − Z∗‖3), (8.18)

where S is the Hessian of HN at Z∗. In (8.17), make the change of variables

q0 = ξ, p0 = ε2η, Z = Z∗ − εV. (8.19)

Now qi = ai +O(ε). This change of variables is symplectic with multiplier ε2

and thus (8.17) becomes



8.5 Reduction 101

HN+1 =







‖η‖2/2 − ξTJη −
N
∑

j=1

mj

‖aj − ξ‖







+
1

2
V TSV +O(ε). (8.20)

Thus to the lowest order in ε, the Hamiltonian of the (N +1)–body problem
decouples into two Hamiltonians, namely, the Hamiltonian of the restricted
(N + 1)–body problem (8.1), and the Hamiltonian of the linearization of the
N–body problem about the relative equilibrium Z∗,

HL =
1

2
V TSV. (8.21)

Thus when ε = 0, the equations of motion are

ξ̇ = Jξ + η,

(8.22)

η̇ = Jη −
N
∑

i

mj(aj − ξ)

‖aj − ξ‖3
,

and
V̇ = JSV. (8.23)

For the problem of one small mass, these are the equations of the first approx-
imation. (Remember that J is a generic symbol — for the planar problem it
is 2 × 2 in (8.22) and 4N × 4N in (8.23), but for the spatial problem it is
3 × 3 in (8.22) and 6N × 6N in (8.23).)

8.5 Reduction

Let M = ε2 + m1 + . . .+mN and V = (u1, . . . , uN , v1, . . . , vN ), so we have
qi = ai − εui and pi = −miJai − εvi. Since the center of mass of the relative
equilibrium is fixed at the origin, we have

∑N
1 miai = 0. Thus the center of

mass of the system is

C = {ε2ξ − ε(m1u1 + . . .+mNuN )}/M, (8.24)

linear momentum is

L = ε2η − ε(v1 + . . .+ uN ), (8.25)

and angular momentum is

O = ε2ξTJη −
N
∑

1

(ai − εui)
T J(miJai + εvi). (8.26)
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From (8.24), (8.25), and (8.26, we see that the manifold Bε of the reduced
space depends smoothly on ε.

The defining relations of the reduced manifold when ε = 0 are

m1u1 + . . .+mNuN = 0,

v1 + . . .+ uN = 0,

∑N
1 {−uT

i J(miJai) + aT
i Jvi} = 0,

(8.27)

which are linear constraints on the N–body problem only, so the reduction
applies only to the N–body problem when ε = 0.

8.6 Continuation of Periodic Solutions

Now apply Theorem 6.5.2 to the system on the reduced space whose original
Hamiltonian is (8.20) to get

Theorem 8.6.1. Let φ(t) be a periodic solution of the planar restricted prob-
lem (8.22) with period τ and characteristic multipliers 1, 1, β, β−1, where β 6=
1. Let the characteristic exponents of the relative equilibrium be 0, 0,±i,±i,
±a5, . . . ,±aN , where ajτ 6≡ 0 mod 2πi for j = 4, . . . , N . Then the τ -periodic
solution ξ = φ(t), V ≡ 0 of Equations (8.22) and (8.23) can be continued into
the planar (N + 1)–body problem on the reduced space as a relative periodic
solution. Its multipliers are

1, 1, β+ O(ε), β1 + O(ε), exp±iτ, exp±a5τ, . . . , exp±aNτ.

By Theorem 6.5.2, it is enough to show that the periodic solution ξ = φ(t),
V ≡ 0 is nondegenerate on the reduced space. By Corollary 4.6.6, passing
to the reduced space eliminates 0, 0,±i,±i as characteristic exponents of the
relative equilibrium, so the characteristic multipliers of this periodic solution
are

1, 1, β±1, exp±iτ, exp±a5τ, . . . , exp±aN τ.

Thus the multiplicity of the characteristic multiplier +1 is exactly 2 and
Theorem 6.5.2 applies.

8.7 Problems

1 Write the Hamiltonian of the restricted four–body problem where the pri-
maries are at the Lagrange equilateral triangle central configuration. Find
the equilibria when the masses are all equal to 1.
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2 Scale the restricted (N+1)–body problem by ξ → ε−2ξ, η → εη. So ε small
means that the infinitesimal is near infinity. Observe that near infinity
the Coriolis force dominates and the next most important force looks like
a Kepler problem with both primaries at the origin. See [51].

3 Show that there are nearly circular orbits of very large radius of the re-
stricted (N + 1)–body problem by using the scaling of Problem 2 and
Theorem 6.5.2. What does this say about the (N + 1)–body problem?
See Chapter 10.

4 Take the restricted (N+1)–body problem and translate one primary to the
origin, then scale by ξ → ε2ξ, η → ε−1η, and t→ ε−3t. So ε small means
the infinitesimal is near the primary. Which force is most important, next
most important? See [51].

5 Show that there are nearly circular orbits of very small radius of the re-
stricted (N + 1)–body problem by using the scaling of Problem 4 and
Theorem 6.5.2. What does this say about the (N + 1)–body problem?
See Chapter 9.

6 Consider µ as a small parameter in the restricted three–body problem.
Show that there are nearly circular orbits for small µ by using Theorem
6.5.2. What does this say about the three–body problem? See [51]. Did
you get the same result as in Chapter 7?

7 Consider any one of the generic one-parameter bifurcations in [46] or [51]
Chapter VIII. Show that these bifurcations can be continued into the
(N + 1)–body problem.

8 At the Lagrange point L4 in the restricted three–body problem for µ < µ1

there are many bifurcations as discussed in [74, 53]. Show that these
bifurcations carry over to the three–body problem. See [54].

9 State and prove the spatial generalization of Theorem 8.6.1. (Hint: Note
that the essential fact the needs to found is the generalization of Corollary
4.6.6. In the proof of this Corollary replace polar coordinates by spherical
coordinates.)
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9. Lunar Orbits

Another method of introducing a small parameter into the (N + 1)–body
problem is to assume that the distance between two of the particles is small.
In this case, we shall show that there are periodic solutions in which N − 1
particles and the center of mass of the other pair move approximately on a
relative equilibrium solution, while the pair move approximately on a small
circular orbit of the two–body problem about their center of mass.

9.1 Defining the Main Problem

In this Chapter only the planar problem is considered. Consider the (N+1)–
body problem with HamiltonianHN+1 written in rotating Jacobi coordinates
as discussed in Section 3.5. Assume that the center of mass and linear mo-
mentum are fixed at the origin, so the Hamiltonian is

HN+1 =
N
∑

i=1

{‖yi‖2

2Mi
− xT

i Jyi

}

−
∑

0≤i<j≤N

mimj

‖dji‖
(9.1)

and total angular momentum is

O =

N
∑

i=1

xT
i Jyi. (9.2)

The vector x1 is the position vector of the first particle relative to the
zeroth particle. We wish to consider the case when these two particles are
close, so we make the change of variables

x1 = ε4ξ, (9.3)

where ε is a small positive parameter. This change of variables is not sym-
plectic, but compensation will be made later. The Hamiltonian becomes

HN+1 =
‖y1‖2

2M1
− ε4ξTJy1 −

m0m1

ε4‖ξ‖ +HN +O(ε4), (9.4)
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where HN is the Hamiltonian of the N–body problem in rotating Jacobi coor-
dinates. The N particles have masses (m0 +m1), m2, . . . , mN and the Jacobi
coordinates are indexed from 2 to N . Also M1 = m0m1/(m0 + m1). Note
that O(ε4) terms do not contain the momentum terms y1, . . . , yN . Angular
momentum becomes

O = ε4xT
i Jy1 +

N
∑

i=2

xT
i Jyi. (9.5)

The origin of the coordinate system for HN is the center of mass of the pair
with masses m0, m1.

Take any planar central configuration (x2, . . . , xN) = (a2, . . . , aN) of the
N–body problem — this selects the approximate path of the center of mass of
the pair with masses m0, m1 and the N−1 particles with masses m2, . . . , mN .
So (x2, . . . , xN , y2, . . . , yN) = (a2, . . . , aN , ωM2a2, . . . , ωMNaN) is a relative
equilibrium, i.e. an equilibrium point in a rotating coordinate system rotating
with angular velocity ω. By scaling the size of the central configuration we
will assume that ω = 1. Define Z = (x2, . . . , xN , y2, . . . , yN) and let Z∗ =
(a2, . . . , aN , M2a2, . . . ,MNaN ) be the corresponding relative equilibrium. Ex-
pand HN in a Taylor series, so

HN(Z) = HN(Z∗) +
1

2
(Z − Z∗)TS(Z − Z∗) + O(‖Z − Z∗‖3). (9.6)

Now change variables by

η = ε−2y1,

εV = Z − Z∗ (9.7)

and change time and the Hamiltonian by

t = ε6τ, HN+1 −HN(Z∗) = ε−6H̃. (9.8)

The composition of (9.3) and (9.7) is a symplectic change of variables with
multiplier ε2, so the new Hamiltonian becomes

H̃ =

{‖η‖2

2M1
− m0m1

‖ξ‖

}

+ ε6
{

−ξT Jη +
1

2
V TSV

}

+O(ε7). (9.9)

Thus to the zeroth order in ε, the Hamiltonian H̃ is the Hamiltonian of the
Kepler problem,

K =

{‖η‖2

2M1
− m0m1

‖ξ‖

}

and at the sixth order, the rotation term of the Kepler problem and the
quadratic terms of the relative equilibrium appear.

The gradient of angular momentum at the relative equilibrium Z∗ is
nonzero, so the angular momentum integral becomes
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O = O′ + εO1V + O(ε2), (9.10)

where O′ is O(Z∗
0 ) and O1 is the gradient of the angular momentum at Z∗

written as a row vector. HoldingO fixed is equivalent to holding ε−1(O−O′) =
O1V +O(ε) fixed. Thus the reduction to the full reduced space is smooth in
ε.

For the moment neglect the O(ε7) terms in (9.9) and consider the approx-
imate equations

ξ′ =
η

M1
+ ε6Jξ, (9.11)

η′ = −m0m1ξ

‖ξ‖3
+ ε6Jη, (9.12)

V ′ = J2NSV, (9.13)

where ′ = d/dτ . For the lunar problem, these are the equations of the first
approximation.

9.2 Continuation of Periodic Solution

A periodic solution of equations (9.11)-(9.13) is

ξ∗ = eωJτa,

η∗ = M1δJe
ωJτa, (9.14)

V ∗ ≡ 0,

where ω = δ+ε6, δ =
√
m0 +m1, and a is any constant vector with ‖a‖ = 1.

The period map in an energy level is the identity map up to terms of order
O(ε5), so care must be taken in calculating the characteristic multipliers.
Make a periodic change of variables by

ξ = eωJτ ζ, (9.15)

so that the first two equations in (9.11)-(9.13) become

ζ′′ + 2δJζ′ − δ2ζ = − δ2ζ

‖ζ‖3
. (9.16)

The Jacobian of ζ/‖ζ‖3 at a = (1, 0) is R =

(

−2 0
0 1

)

, so the linearization of

(9.16) about a is
ζ′′ + 2δJζ′ − δ2ζ = −δ2Rζ, (9.17)

from which it is easy to calculate the characteristic polynomial
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λ2{λ2 + δ2}. (9.18)

Let the relative equilibrium have characteristic exponents

0, 0,±i,±i,±i,±a5, . . . ,±a2N ,

where aj 6= 0 for j = 5, . . . , N . In this case, we say that the relative equilib-
rium is nondegenerate or elementary. We have already made the first reduc-
tion by setting linear momentum and the center of mass equal to zero, so the
eigenvalues of J2NS in 9.13 has eigenvalues 0, 0,±i,±a5, . . . ,±a2N . Then the
characteristic exponents of the solutions (9.15) of equations (9.11)-(9.13) are

1, 1, exp

(

± i2πδ

δ + ε6

)

= 1 ± ε6
2πi

δ
+O(ε12),

1, 1, exp±ε
62πi

ω
,

exp±ε
62πa5

ω
, . . . , exp±ε

62πa2N

ω
.

(9.19)

On the full reduced space, the characteristic multipliers are

1, 1, 1± ε6
2πi

δ
, 1± ε6

2πi

δ
, 1± ε6

2πi

δ
,

1 ± ε6
a52π

ω
, . . . , 1 ± ε6

a2N2π

ω
,

(9.20)

plus items of order ε12 or higher. Thus the characteristic multipliers are of
the form 1, 1, 1 ± ε6β5 + O(ε12), . . . , 1 ± ε6β2N + O(ε12), where βj 6= 0 for
j = 5, . . . , 2N .

In order to continue this solution into the full (N + 1)–body problem,
we must prove an extension of the classical perturbation theorem, Theorem
6.5.2. This extension is very similar to the continuation theorem given in
Henrard [33].

Lemma 9.2.1. Let φ0(t, ε) be a T0(ε)-periodic solution of a Hamiltonian
system with smooth Hamiltonian L0(u, ε), where u ∈ O is an open set in
R2m and |ε| ≤ ε0 with characteristic multipliers

1, 1, 1± εpγ2 + O(εp+1), . . . , 1 ± εpγm + O(εp+1),

where γj 6= 0 for j = 2, . . . , m. Let the period map in an energy level be

the identity map up to order εp−1. Then for any smooth function L̃(u, ε),
there exist an ε1 > 0 and smooth functions T1(ε), φ1(t, ε) for |ε| ≤ 1 such
that φ1(t, ε) is a T1(ε)-periodic solution of the system whose Hamiltonian
is L1(u, ε) = L0(u, ε) + εp+1L̃(u, ε), where T1(ε) = T0(ε) + O(εp+1) and
φ1(0, ε) = φ0(0, ε) +O(εp+1).
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Proof. At φ0(0, 0) ∈ O, choose a hyperplane transversal to φ0(0, 0). This
hyperplane will be transversal to both flows for ε small enough. Consider
the intersections σ0(ε) and σ1(ε) of this hyperplane and the level surfaces
L0(u, ε) = L0(φ0(0, 0), 0) and L1(u, ε) = L0(φ0(0, 0), 0). For ε small and
near φ0(0, 0), both σ0 and σ1 are symplectic manifolds of dimension 2m− 2
and the period maps P0 and P1 are defined. Let v be the local coordinates
for σ0 and σ1 with v = 0 corresponding to φ0(0, 0). The hypothesis gives
P1 = P0 +O(εp+1) and P0(v, ε) = v+εpQ(v)+O(εp+1), where Q(0) = 0 and
the Jacobian matrix of Q at 0 has eigenvalues ±γ2, . . . ,±γm, γj 6= 0. To find
a periodic solution of the system with Hamiltonian L1, one must solve

P1(v, ε) = v

or
v + εpQ(v) +O(εp+1) = v

or
Q(v) +O(ε) = 0.

The implicit function theorem implies that this last equation has a smooth
solution v(ε) such that v(0) = 0. The solution φ1(t, ε) is then the solution of
the system with Hamiltonian L1 with initial condition v(ε) at t = 0.

This elementary perturbation lemma proves that the solutions (9.15) can be
continued into the full (N + 1)–body problem.

Theorem 9.2.1. Let Z∗ be a nondegenerate relative equilibrium of the N–
body problem. Then there are relative periodic solutions of the (N + 1)–body
problem where N − 1 particles and the center of mass of a binary pair move
approximately on the relative equilibrium solution and two particles move
approximately on a circular orbit about their center of mass.

The condition that the relative equilibrium be nondegenerate is very weak.
For N = 2 or 3, all the relative equilibria are nondegenerate: also, Pacella
[62] proved that the collinear relative equilibrium is nondegenerate for all
N and all masses. Palmore [63] also has established that almost all central
configurations are nondegenerate.

For N = 2, the above result gives the so-called Hill solutions of the three–
body problem established, by Moulton [57] and also discussed by Siegel [80]
and Conley [19]. If the relative equilibrium is the triangular configuration
given by Lagrange, then the above establishes the existence of the periodic
solutions of the four–body problem given in Crandall [21]. If the relative
equilibrium is the collinear configuration of the N–body problem, then the
above establishes the existence of the periodic solutions of the (N + 1)–body
problem given in Perron [65].
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9.3 Problems

1 Consider the restricted problem (2.7). Translate one primary to the origin,
then scale by ξ → ε2ξ, η → ε−1η, and t → ε−3t. So ε small means the
infinitesimal is near the primary. Which force is most important, next
most important? See [51].

2 Show that there are nearly circular orbits of very small radius of the re-
stricted three–body problem by using the scaling of Problem 1 and Theo-
rem 6.5.2. What does this say about the three–body problem? See Chap-
ter 8.

3 Consider Hill’s lunar equation (2.9), scale by ξ → ε2ξ, η → ε−1η, and
t → ε−3t. So ε small means the infinitesimal is near the primary. Which
force is most important, next most important? Show that there are nearly
circular orbits of very small radius of the Hill’s lunar equations. What
does this say about the three–body problem? See Chapter 11.

4 Show that there are periodic solutions to the restricted three–body problem
which are symmetric with respect to the line of sygyzy and are continu-
ations of elliptic orbits of the Kepler problem. See [10, 4, 5, 48].

5 Show that there are periodic solutions to the Hill’s lunar problem (2.9)
which are symmetric with respect both coordinate axes and are continu-
ations of elliptic orbits of the Kepler problem. See [10, 4, 5, 48].



10. Comet Orbits

The main result of this chapter is the existence of a family of periodic so-
lutions of the planar (N + 1)-body problem in which one of the particles is
at a great distance from the other N particles. This distant particle will be
called the comet. In this family of periodic solutions, the other N particles,
called the primaries, move approximately on a nonresonant relative equilib-
rium solution of the N -body problem. The comet moves approximately on a
circular orbit of the Kepler problem about the center of mass of the primary
system.

The small parameter used here is a scale parameter whose smallness in-
dicates that the distances between the primaries are small relative to their
distance to the comet. The scaling is a symplectic transformation with mul-
tiplier. None of the masses is assumed to be small.

For the three-body problem, these solutions correspond to Hill-type peri-
odic solutions since, in a typical Hill-type solution, as discussed in Chapter 9,
two particles are close and one is far away. These periodic solutions of the
three-body problem were established in Moulton [56], Siegel [80], and Con-
ley [19] (see Chapter 9). For the four-body problem, Crandall [21] established
the existence of this family in which the relative equilibrium of the primaries
is the equilateral triangular solution of Lagrange.

This family was established in Meyer [48] for the general (N + 1)-body
problem under the additional assumption that the comet has small mass and
later in Meyer [45] the small mass assumption was dropped. Analogs of this
family in the restricted (N + 1)-body problem were discussed in Meyer [47].

This chapter uses essentially the same method as the previous chapters.
However, this problem has different degeneracy due to the existence of elliptic
periodic orbits near a relative equilibrium, and this degeneracy requires some
variations in the old arguments.

10.1 Jacobi Coordinates and Scaling

Since the main assumption to be made in this chapter is that the distance of
one of the particles, say the (N + 1)st, to the center of mass of the other N
particles is large, it is convenient to use Jacobi coordinates because one of the
Jacobi coordinates, xN , is precisely the vector from the center of mass of N
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of the particles to the (N + 1)st particle. Also, one of the Jacobi coordinates
is the center of mass of the whole system, g = m0q0 +m1q1 + · · · +mN qN ,
and its conjugate momentum is the total linear momentum of the system,
G = p0 + p1 + · · · + pN . The center of mass will be fixed at the origin and
total linear momentum will be set to zero by putting g = G = 0. Having so
fixed the center of mass and the linear momentum, the Hamiltonian of the
(N + 1)-body problem in rotating Jacobi coordinates is

H = HN+1 =

N
∑

j=1

(

‖yj‖2

2Mj
− xT

j Jyj

)

− UN+1, (10.1)

where theMi are constants depending only on the masses (Mk = mkµk−1/µk,
µk = m0 +m1 + · · ·+mk). See Section 3.5. Write this Hamiltonian as

H = HN+1 = K +HN +H∗, (10.2)

where

K =
‖yN‖2

2MN
− xT

NJyN − µN−1mN

‖xN‖ , (10.3)

HN =

N−1
∑

j=1

(

‖yj‖2

2Mj
− xT

j Jyj

)

− UN , (10.4)

H∗ = mN

N
∑

j=1

mj

{

1

djN
− 1

‖xN‖

}

. (10.5)

In the above, K is the Hamiltonian of the Kepler problem in rotating co-
ordinates. HN is the Hamiltonian of the N -body problem (for the first N
particles) in rotating Jacobi coordinates. Lastly, H∗ is a error term which is
small if the distance between the first N particles is small. We need to prepare
the terms in the Hamiltonian before scaling to define the main problem.

10.2 Kepler Problem

Change to polar coordinates (r, θ, R, Θ) in (10.3) by

xN =

(

r cos θ
r sin θ

)

, yN =

(

R cos θ − (Θ/r) sin θ
R sin θ − (Θ/r) cos θ

)

(10.6)

so that K becomes

K =
1

2MN

{

R2 +
Θ2

r2

}

− Θ − µN−1mN

r
(10.7)

and the equations of motion become
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ṙ =
R

MN
, Ṙ =

Θ2

MN r3
− µN−1mN

r2
,

θ̇ =
Θ

MN r2
− 1, Θ̇ = 0.

(10.8)

These equations have an equilibrium point at R = 0, θ = θ0, where θ0 is

arbitrary, r0 = (µN−1mN/MN)1/3, Θ0 = M
1/3
N (µN−1mN )2/3. The Hamilto-

nian of the linear variational equations about this equilibrium point is

Q =
1

2

{

1

MN
P 2 +MNρ

2 +
Φ2

Θ0
− 2αρΦ

}

(10.9)

and the linear variational equations are

φ̇ = Φ/Θ0 − αρ, Φ̇ = 0,

ρ̇ = P/MN , Ṗ = −MNP + αΦ,

(10.10)

where φ = δθ, Φ = δΦ, ρ = δr, P = δP are the variations and α =
(MN/µN−1mN )1/3. The characteristic equation of the linearized equations
is λ2(λ2 + 1) and the exponents are 0, 0,+i,−i.

10.3 Defining the Main Problem

Consider the full Hamiltonian HN+1 in (10.2), where K is (10.7), HN is
(10.4), and H∗ is (10.5). Scale the variables, time, and the Hamiltonian as
follows:

θ = θ0 + εφ, Θ = Θ0 + εΦ,

r = r0 + εM
−1/2
N ρ, R = εM

1/2
N P,

xj = ε4ξj , yj = ε−2ηj for j = 1, . . . , N − 1,

H = ε6HN+1, t′ = ε−6t.

(10.11)

This change of variables is symplectic with multiplier ε−2. We shall drop
the prime on t in the future. Now ε small means that primaries are close
together and the comet is near the circular orbit of the Kepler problem. The
Hamiltonian becomes

H =

N−1
∑

j=1

{

ηj‖2

2Mj
− ε6ξT

j Jηj

}

−
∑

0≤j<k≤N−1

mjmk

djk
+

ε

2

6
{

P 2 + ρ2 +
Φ2

Θ0
− 2αρΦ

}

+O(ε7).

(10.12)
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In the above, ignore the terms of order ε7 for the present. To that order,
the Hamiltonian decouples into the sum of two terms: the first is the N -
body problem in a slowly rotating coordinate system, and the second is the
Hamiltonian (10.9) of the linear variational equations (10.10). In this case,
the truncated equations of motion are

ξ̇j = ηj/Mj − ε6Jξj for j = 1, . . . , N − 1,

η̇j = −∂U/∂ξj − ε6Jηj for j = 1, . . . , N − 1,

φ̇ = ε6{Φ/Θ0 − αρ}, Φ̇ = 0,

ρ̇ = ε6P, Ṗ = ε6{−P + αΦ}.

(10.13)

Let a = (a1, . . . , aN−1) be the nonresonant central configuration for the N -
body problem that was discussed in Chapter 4, i.e., assume that

−Mjaj = ∂jU(a) for j = 1, . . . , N − 1. (10.14)

Define b = (bi, . . . , bN−1) by bj = MjJaj. Now a periodic solution of these
truncated equations (10.13) is

ξj(t) = eωJtaj for j = 1, . . . , N − 1,

ηj(t) = eωJtbj for j = 1, . . . , N − 1,

φ = Φ = ρ = P = 0,

(10.15)

where ω = 1 − ε6 and the period is 2π/ω = 2π(1 + ε6 + · · ·).
In order to calculate the multipliers of this periodic solution of the equa-

tions (10.13), make the periodic change of variables

ξj(t) = eωJtwj for j = 1, . . . , N − 1,

ηj(t) = eωJtzj for j = 1, . . . , N − 1.
(10.16)

The first two equations in (10.13) become

ẇj = zj/Mj − Jwj for j = 1, . . . , N − 1,

żj = −∂jU(w) − Jzj for j = 1, . . . , N − 1.
(10.17)

The periodic solution (10.15) becomes wj = aj , zj = bj, φ = Φ = ρ = P =
0. Equations (10.17) are the equations of the N -body problem in rotating
coordinates, so the variational equations about wj = aj, zj = bj give rise to
the exponents 0, 0,+i,−i, λ5, . . . , λ4N−4. Thus the characteristic multipliers
are
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+1,+1, exp(i2π/ω), exp(−i2π/ω),

exp(λ52π/ω), . . . , exp(λ4N−42π/ω),

+1,+1, exp(+iε62π/ω), exp(−iε62π/ω).

(10.18)

The eigenvalues λ5, . . . , λ4N−4 are assumed not to be integer multiples of
i, so exp(λj2π/ω) 6= 1 for small ε for j = 5, . . . , 4N − 4. Since 2π/ω =
2π(1 + ε6 + · · ·), it follows that exp(±i2π/ω) = 1 ± ε6i2π + O(ε12) and
exp(±iε62π/ω) = 1 ± ε6i2π + O(ε12). Thus the multipliers in (10.18) fall
into three groups: first there are four equal to +1, then four of the form
1±i2πε6+· · ·, and finally 4N−8 of the form δj +O(ε6), δj = exp(2πλj) 6= +1.

Basically, the argument from here on is straightforward application of
classical ideas with one variation. The problem still admits rotational sym-
metry, so angular momentum is an integral. Passing to the reduced space
eliminates two of the multipliers equal to +1, leaving two. By considering the
cross section map in an energy surface, we eliminate the remaining two, so
the implicit function theorem can be applied to find a periodic solution of the
(N+1)-body problem on the reduced space close to the solution (10.15). The
tedium comes from the fact that the multipliers differ from +1 at different
orders. The remaining discussion treats these difficulties.

10.4 Reduced Space

Hamiltonian (10.2) with K as in (10.7) is invariant under the symplectic
symmetry of rotation by τ , i.e.,

(x1, y1, . . . , xN−1, yN−1, r, θ, R, Θ) →

(eJtx1, e
Jτy1, . . . , e

JτxN−1, e
JτyN−1 , r, θ+ τ, R, Θ),

(10.19)

and so admits total angular momentum

O =

N−1
∑

j=1

xT
j Jyj +Θ (10.20)

as an integral. In the new scaled variables, angular momentum becomes

O = ε2
N−1
∑

j=1

ξT
j Jηj + Θ0 + εΦ. (10.21)

By fixing angular momentum equal to Θ0, one can solve for Φ, to find that

Φ = −ε
N−1
∑

j=1

ξT
j Jηj. (10.22)
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By holding O fixed and ignoring the conjugate angle φ, one drops to the
reduced space. Symplectic coordinates on the reduced space are

ξ1, η1, . . . , ξN , ηN , ρ, P

and the Hamiltonian of the N–body problem on the reduced space is

H =
N−1
∑

j=1

{

‖ηj‖2

2Mj
− ε6ξT

j Jηj

}

−
∑

0≤j<k≤N−1

mjmk

djk
+

ε2

2

{

P 2 + ρ2
}

+ O(ε7).

(10.23)

This is essentially the Hamiltonian (10.20) without the terms in φ and Φ. To
order ε6, there is a periodic solution:

ξj(t) = eωJtaj, η(t) = eωJtbj for i = 1, . . . , N − 1,

ρ = P = 0.
(10.24)

As above, we compute the multipliers to be

+1,+1, exp(2πi/ω), exp(−2πi/ω), exp(λ52π/ω), . . . , exp(λ4N−42π/ω),

exp(+iε62π/ω), exp(−iε62π/ω).
(10.25)

Now the multipliers in (10.25) fall into three groups. First there are two equal
to +1, then four of the form 1 ± 2πiε6 + · · ·, and finally 4N − 8 of the form
δj +O(ε6), δj = exp(2πλj) 6= +1.

10.5 Continuation of Periodic Solution

Consider the scaled Hamiltonian H in (10.23) on the reduced space. Up
to order ε6, the solutions (10.24) are (2π/ω)-periodic with multipliers as in
(10.25). Consider the Poincaré map Σ in an energy surface with H constant.
When we consider the Poincaré map in an energy surface, the last two +1
multipliers disappear. The fixed points of Σ correspond to periodic solutions.

First, look at the form of the Poincaré map up to order ε5. To that order,
the period is 2π. Dropping the terms of order ε6 and higher leaves just the
Hamiltonian of the N -body problem in fixed coordinates, since the rotation
terms are at order ε6. In the energy surface through the relative equilibrium,
there is a two-dimensional surface filled with the elliptic periodic solutions
discussed in Section 4.6. These periodic solutions will all have period 2π also,
so the period map fixes points on this two-dimensional surface. Also, up to
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that order the variables ρ and P are fixed. Thus there is a four-dimensional
manifold which is fixed under the period map to order ε5.

Let σ be a local coordinate in this manifold and τ the complementary
coordinate in the energy surface. The point σ = 0, τ = 0 corresponds to the
fixed point up to order ε6. Thus the Poincaré map is of the form Σ : (σ, τ ) →
(σ′, τ ′) with

σ′ = σ + ε6(E1σ +E2τ + S(σ, τ )) +O(ε7),

τ ′ = A4τ + ε6(E3σ +E4τ + T (σ, τ )) + O(ε7),
(10.26)

where A4, E1, E2, E3, E4 are constant matrices of the appropriate sizes and
S and T are smooth functions with S(0, 0) = T (0, 0) = 0. From the discus-
sion of the multipliers, the eigenvalues of A4 are δj = exp(2πλj) 6= +1, j =
5, . . . , 4N − 4 and the eigenvalues of E1 are ±2πi,±2πi.

To find a fixed point of Σ, we must solve

0 = E1σ + E2τ + S(σ, τ ) + O(ε),

0 = (A4 − I)τ + ε6(E3σ +E4τ + T (σ, τ )) + O(ε7).
(10.27)

A direct application of the implicit function theorem gives a solution of
(10.27) of the form σ = σ∗(ε) = O(ε7), τ = τ∗(ε) = O(ε7), where σ∗and
τ∗ are smooth functions of ε for small ε and σ∗(0) = τ∗(0) = 0.

Thus we have

Theorem 10.5.1. Take any nonresonant relative equilibrium solution of the
N -body problem. There is a periodic solution of the (N + 1)-body problem
on the reduced space in which N of the particles remain close to the relative
equilibrium solution and the remaining particle is close to a circular orbit of
the Kepler problem encircling the center of mass of the N -particle system.

Corollary 10.5.1. There are elliptic periodic solutions on the reduced three-
body problem where two of the particles move on nearly circular orbits about
their center of mass and the third particle moves on a circular orbit of large
radius.

10.6 Problems

1 Discuss the statement: For the three-body problem the periodic orbits in
Chapter 9 and Chapter 10 are the same.

2 Scale the restricted (N+1)-body problem by ξ → ε−2ξ, η → εη. So ε small
means that the infinitesimal is near infinity. Near infinity the Coriolis
force dominates and the next most important force looks like a Kepler
problem with both primaries at the origin. See [51].
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3 Show that there are nearly circular orbits of very large radius of the re-
stricted (N + 1)-body problem by using the scaling of Problem 2 and
Theorem 6.5.2. What does this say about the (N + 1)-body problem?
Show that they are elliptic. See Chapter 10.

4 Show that the periodic solutions of Problem 3 are of general twist type
and so stable by KAM theory. See [47].

5 Show that there are nearly elliptical symmetric periodic orbits of with
arbitrary eccentricity in the restricted three-body problem by using the
scaling of Problem 2. See [47, 56].

6 Instead of using the scaling (10.11) try the scaling

θ = θ0 + φ, Θ = Θ0 + ε2Φ,

r = r0 + εM
−1/2
N ρ, R = εM

1/2
N P,

xj = ε4ξj , yj = ε−2ηj for j = 1, . . . , N − 1,

H = ε6HN+1, t′ = ε−6t.



11. Hill’s Lunar Equations

One of Hill’s major contributions to celestial mechanics was his reformula-
tion of the main problem of lunar theory: he gave a new definition for the
equations of the first approximation for the motion of the moon [34]. Since
his equations of the first approximation contained more terms than the older
first approximations, the perturbations were smaller and he was able to ob-
tain series representations for the position of the moon that converge more
rapidly than the previously obtained series. Indeed, for many years lunar
ephemerides were computed from the series developed by Brown, who used
the main problem as defined by Hill. Even today, most of the searchers for
more accurate series solutions for the motion of the moon use Hill’s definition
of the main problem.

Before Hill, the main problem consisted of two Kepler problems — one
describing the motion of the earth and moon about their center of mass, and
the other describing the motion of the sun and the center of mass of the
earth-moon system. The coupling terms between the two Kepler problems
are neglected at the first approximation. Delaunay used this definition of the
main problem for his solution of the lunar problem, but after twenty years of
computation was unable to meet the observational accuracy of his time.

In Hill’s definition of the main problem, the sun and the center of mass
of the earth-moon system still satisfy a Kepler problem, but the motion of
the moon is described by a different system of equations known as Hill’s
lunar equations. Using heuristic arguments about the relative sizes of various
physical constants, he concluded that certain other terms were sufficiently
large that they should be incorporated into the main problem. This heuristic
grouping of terms does not lead to a precise description of the relationship
between the equations of the first approximation and the full problem. Even
crude error estimates are hard to obtain.

In a popular description of Hill’s lunar equations, one is asked to consider
the motion of an infinitesimal body (the moon) which is attracted to a body
(the earth) fixed at the origin. The infinitesimal body moves in a coordinate
system rotating so that the positive x axis points to an infinite body (the sun)
infinitely far away. The ratio of the two infinite quantities is taken so that
the gravitational attraction of the sun on the moon is finite. The connection
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between Hill’s lunar equations and the full three-body problem is not made
clear from this description.

In this chapter, we shall use the method of symplectic scaling of the Hamil-
tonian to give a precise derivation of the main problem of lunar theory. Under
one set of assumptions, we shall derive the main problem used by Delaunay
and under another, the main problem as given by Hill. The derivations are
precise asymptotic statements about the limiting behavior of the three-body
problem and so can be used to give precise estimates on the deviation of the
solutions of the first approximation and the full solutions. (The estimates are
not sharp in the practical sense.)

These derivations give a mathematically sound justification for the choice
of Hill’s definition of the main problem. The method of symplectic scaling is
the proper method for defining the main problem for any mechanical problem.
Using this scaling, we prove that any nondegenerate periodic solution of Hill’s
lunar equations whose period is not a multiple of 2π can be continued into
the full three-body problem on the reduced space.

11.1 Defining the Main Problem

In this section, we shall show how to introduce scaled symplectic coordinates
into the three-body problem in such a way that Hill’s equations are the
equations of the first approximation. We shall explore other scaled variables
and see why they lead to poor approximations.

Consider a frame that rotates with constant angular frequency equal to 1
with reference to a fixed Newtonian frame and let q0, q1, q2; p0, p1, p2 be the
position and momentum vectors relative to the rotating frame of three par-
ticles of masses m0, m1, m2. In our informal discussions, we shall refer to the
particles of mass m0, m1, and m2 as the earth, moon, and sun, respectively.
Since we wish to eliminate the motion of the center of mass and also scale
the distance between the earth and moon, we choose to represent the equa-
tions in Jacobi coordinates. We shall set linear momentum and the center of
mass to zero by letting g = G = 0 in Jacobi coordinates. This accomplishes
the first reduction. That is, we perform the following symplectic change of
coordinates,

x1 = q1 − q0,
x2 = q2 − (m0 +m1)

−1{m0q0 +m1q1},
y1 = (m0 +m1)

−1{m0p1 −m1p0},
y2 = (m0 +m1 +m2)

−1{(m0 +m1)p2 −m2(p0 + p1)},

to obtain

H =
2
∑

i=1

{‖yi‖2

2M ′
i

− xT
i Jyi

}

− m0m1

‖x1‖
− m1m2

‖x2 − α′
0x1‖

− m0m2

‖x2 + α′
1x1‖

, (11.1)
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where
M ′

1 = (m0 +m1)
−1m0m1,

M ′
2 = (m0 +m1 +m2)

−1(m0 +m1)m2,

α′
0 = (m0 +m1)

−1m0, α′
1 = (m0 +m1)

−1m1.

With the Hamiltonian in (11.1) as our starting point, we shall proceed
to make various assumptions on the sizes of various quantities until we are
led to a definition of the equation of the first approximation for lunar theory.
Each of these assumptions leads to a natural scaling of the variables.

The first assumption is that the earth and moon have approximately the
same mass, but their masses are small relative to the mass of the sun. To
that effect, we let

m0 = ε2cµ0, m1 = ε2cµ1, m2 = µ2, (11.2)

where ε is a small positive parameter, µ0, µ1, µ2 are positive constants, and c
is a positive integer to be chosen later. Since two of the particles have masses
that are of order ε2c, their momenta will be of the same order, provided their
velocities are of order 1. Although it is not altogether necessary, it will make
the discussion clearer if we scale the momenta first, taking this observation
about the orders of magnitude into account. Thus we make the substitutions
y1 −→ ε2cy1, y2 −→ ε2cy2 in (11.1). With this symplectic change of variables
with multiplier ε2c, the Hamiltonian becomes

H = H1 +H2 +O(ε2c),

H1 =
‖y1‖2

2M1
− xT

1 Jy1 −
ε2cµ0µ1

‖x1‖
,

H2 =
‖y2‖2

2M2
− xT

2 Jy2 −
µ1µ2

‖x2 − α0x1‖
− µ0µ2

‖x0 + α1x1‖
,

(11.3)

where
M1 = (µ0 + µ1)

−1µ0µ1, M2 = µ0 + µ1,

α0 = (µ0 + µ1)
−1µ0, α1 = (µ0 + µ1)

−1µ1.
(11.4)

Note that the O(ε2c) terms depends only on ‖y1‖ and ‖y2‖.
The next assumption is that the distance between the earth and moon

(‖x1‖ = ‖q1 − q0‖) is small relative to the distance between the sun and the
center of mass of the earth-moon system (‖x2‖). We effect this assumption
by making the change of variables x1 −→ ε2ax1, where a is a positive integer
to be chosen later. This is not a symplectic change of variables; it will be
corrected with further changes of variables given below. This change of vari-
ables makes H2 in (11.3) independent of x1 to the lowest order. Specifically,
we have
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H2 = H3 + O(ε4a),

(11.5)

H3 =
‖y2‖2

2M2
− xT

2 Jy2 −
µ2(µ0 + µ1)

‖x2‖
.

Note that the term of order ε2a is zero due to the particular form of the
constants α0 and α1. H3 is the Hamiltonian of the Kepler problem, where
a fixed body of mass µ2 is located at the origin and another body of mass
µ0 + µ1 moves in a rotating frame and is attracted to the fixed body by
Newton’s law of gravity. One can think of the fixed body as the sun and the
other body as the union of the earth and moon.

The third and final assumption that we shall make is that the center of
mass of the earth-moon system moves on a nearly circular orbit about the
sun. Thus we need to prepare H3 before making this assumption by a change
of coordinates. Since H3 is the Hamiltonian of a Kepler problem in rotating
coordinates, one of the circular orbits becomes a circle of critical points for
H3. Specifically, H3 has a critical point x2 = g, y2 = −M2Jg for any constant
vector d satisfying ‖d‖3 = µ2. We introduce coordinates

Z =

(

x2

y2

)

and a constant vector

Z0 =

(

d
−M2Jd

)

so that H3 is a function of Z and ∇H3(Z0) = 0. By Taylor’s theorem, we
have

H3(Z) = H3(Z0) +
1

2
(Z − Z0)

TS(Z − Z0) +O(‖Z − Z0‖3), (11.6)

where S is the Hessian of H3 evaluated at Z0. Since constants are lost in the
formation of the equations of motion, we shall ignore the constant H3(Z0) in
our further discussions. Thus since we seek solutions that are nearly circular,
we seek solutions where Z is close to Z0: so we make the change of variables
Z − Z0 −→ εbV , where b is again a positive integer to be chosen later.

So far, starting with (11.3), we have proposed the following changes of
variables: x1 −→ ε2ax1 and Z − Z0 −→ εbV . In order to have a symplectic
change of variables (of multiplier ε−2b), we must make the further change
y1 −→ ε2(b−a)y1. Therefore, we propose the following symplectic change of
variables in (11.3):
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x1 −→ ε2ax1,

y1 −→ ε2(b−a)y1,

Z − Z0 −→ εbV,

H −→ ε−2bH.

(11.7)

Moreover, we have introduced three positive integers a, b, and c as measures
of the order of magnitude of three physical quantities. One of the variables
a, b, or c could be fixed, but since we seek integer solutions it is best not to
choose one of them too early.

Consider the main problem as defined by Delaunay. In this case, the earth-
moon system is a Kepler problem, so we must choose the scaling so that the
kinetic energy and potential energy in H1 are of the same order of magnitude.
This leads to the restriction that 2b = a+ c. Also, the difference between H2

and H3, which is of order ε4a, must be of higher order than either of the
energy terms in H1. This leads to the inequality 2a > b.

Since the equality 2b = a + c and the inequality 2a > b do not lead to
a unique solution, we choose a small solution in integers, say, a = 2, b = 3,
c = 4. With this choice, the Hamiltonian (11.1) becomes

H = ε−2

{‖y1‖2

2M1
− µ0µ1

‖x1‖

}

+

{

1

2
V TSV − xT

1 Jy1

}

+ O(ε2). (11.8)

Other choices of a, b, and c consistent with the two constraints lead to qual-
itatively similar scaled Hamiltonians: that is, the terms V TSV and xT

1 Jy1
are always of order zero and the terms ‖y1‖2 and 1/‖x1‖ are of order ε2b−4a,
which has a negative exponent. In order to better understand this trans-
formed Hamiltonian, let us make one further change of variables. Define a
new time by τ = ε−2t and thus a new Hamiltonian by K = ε2H , so that the
problem defined in the new time is given by

K =
‖y1‖2

2M1
− µ0µ1

‖x1‖
+ ε2

{

1

2
V TSV − xT

1 Jy1

}

+ O(ε4). (11.9)

From the general theory of ordinary differential equations, neglecting a
term of order ε4 in the worst possible case leads to an error of the form
O(ε4)eLτ = O(ε4)eLt/ε2

, where L is a constant, so neglecting the higher
order terms is only valid for very short times. Since any choice of a, b, and
c consistent with the constraints leads to the same qualitative form for the
Hamiltonian, there is no way to overcome this difficulty. Clearly we must drop
the inequality 2a > b and incorporate more terms into the main problem.

Let us proceed to define the main problem as suggested by Hill. Since we
want the two energy terms in H1 to have the same order of magnitude, we
still impose the restriction 2b = a+ c. The essential problem in the previous
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attempt was the fact that H3 was not a good enough approximation of H2.
Following Hill, we expand the two troublesome terms in H2 in a Legendre
series as follows:

µ1µ2

‖x2 − α0x1‖
+

µ0µ2

‖x2 + α1x1‖

=
µ2(µ0 + µ1)

‖x2‖
+

1

‖x2‖

∞
∑

k=2

dkρ
kPk(cos θ),

where ρ = ‖x1‖/‖x2‖, dk = µ1µ2α
k
0 +µ0µ2(−α1)

k, θ is the angle between x1

and x2, and Pk is the kth Legendre polynomial. See [22]. Thus (11.3) becomes

H = H1 +H2 −
1

‖x2‖

∞
∑

k=2

dkρ
kPk(cos θ) + O(ε2c). (11.10)

Hill said that the first term in the series should be of the same order of
magnitude as the terms in H1; this leads to the conditions 2a = b and 2b =
a + c. The simplest solution in integers is a = 1, b = 2, c = 3. With this
choice of scale factors, the Hamiltonian becomes

H =
‖y1‖2

2M1
− xT

1 Jy1 −
µ0µ1

‖x1‖
− d2

µ2
‖x1‖2P2(cos θ)

+
1

2
V TSV +O(ε2). (11.11)

(Recall ‖x2‖3 = µ2 + · · ·.) Now from the general theory of differential equa-
tions, neglecting the O(ε2) terms leads to an error of order ε2 on a bounded
time interval. Thus defining the main problem as the Hamiltonian in (11.11)
without the O(ε2) terms is a far better choice.

In order to reduce the number of constants in (11.11), we shall make one
further scaling of the variables. We shall introduce new variables ξ and η
to eliminate the subscripts and use the fact that P2(x) = 1

2
(1 − 3x2). Also,

we choose d = (µ
1/3
2 , 0) so that the abscissa points at the sun. Make the

symplectic change of coordinates

x1 = (µ0 + µ1)
1/3ξ,

y1 = (µ0 + µ1)
1/3M1η, (11.12)

V = (µ0 + µ1)
1/3M

1/2
1 V

so that (11.11) becomes

H =
‖η‖2

2
− ξTJη − 1

‖ξ‖ − 1

2
(3ξ21 − ‖ξ‖2)

+V TSV + O(ε2). (11.13)

Our choice of scaled variables has eliminated all the parameters in Hill’s
equations. Note that we have fixed the time scale by requiring that the period
of the sun’s motion be 2π.
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11.2 Continuation of Periodic Solution

Hill proposed to construct a lunar theory by first finding a periodic solution
of the system defined by the Hamiltonian

HL =
1

2
‖η‖2 − ξTJη − 1

‖ξ‖ − ξ21 +
1

2
ξ22 (11.14)

and then continuing this solution into the full problem. (The equations de-
fined by (11.14) are known as Hill’s lunar equations.) We shall justify this
procedure by proving

Theorem 11.2.1. Any nondegenerate periodic solution of Hill’s lunar equa-
tions whose period is not a multiple of 2π can be continued into the full
three-body problem on the reduced space as a relative periodic solution. If the
solution of Hill’s lunar equations is elliptic (hyperbolic), then its continuation
is elliptic (elliptic-hyperbolic) on the reduced space.

More precisely:

Theorem 11.2.2. Let ξ = φ0(t), η = ψ0(t) be a τ -periodic solution of Hill’s
lunar equations with characteristic multipliers 1, 1, β, β−1. Assume that this
solution is nondegenerate, i.e., β 6= 1 and τ 6= n2π for any integer n. Then
there exist smooth functions φ(t, ε) = φ0(t) + O(ε2), ψ(t, ε) = ψ(t) + O(ε2),
τ (ε) = τ +O(ε2), and V (ε) = O(ε2) yielding a τ (ε)-periodic relative periodic
solution of the three-body problem on the reduced space. Moreover, the char-
acteristic multipliers of this periodic solution on the reduced space are 1, 1,
exp(±iτ +O(ε2)), β +O(ε2), β−1 + O(ε2).

We have carefully set up the equations so that the proof of this theorem
is almost exactly the same as the proof of the analogous theorem for the
restricted N -body problem given in Chapter 8, so we shall only outline the
proof here.

Proof. The system defined by (11.3) admits the total angular momentum
integral

O = xT
1 Jy1 + xT

2 Jy2. (11.15)

As before, let Z = (x2, y2) and let d be the row vector that is the gradient of
xT

2 Jy2 with respect to Z evaluated at Z0. Since Z0 6= 0 it follows that d 6= 0.
The scaling reduces (11.15) to

O = ε4xT
1 Jy1 + ε2cV +O(ε4)

= ε2{dV +O(ε2)}. (11.16)

Thus to lowest order in ε, the angular momentum vector depends only on
x2, and y2 or the V coordinates: that is, most of the angular momentum is
in the sun and earth-moon system. Thus to the lowest order, the elimination
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of the angular momentum integral and its conjugate variable affects only the
x2, y2 coordinates.

Introduce polar coordinates in the x2 plane and extend them to obtain a
symplectic coordinate system on the x2, y2 space. Call these coordinates r,
θ, R, Θ. To lowest order in ε, Θ is the total angular momentum, so when
we fix angular momentum and ignore its conjugate variable, we effectively
eliminate Θ and θ, reducing (11.13) to

H = HL +
1

2

{

R2

M
+Mr2

}

+O(ε2) (11.17)

(see Chapter 3 or [51]). Thus to zeroth order in ε, the Hamiltonian of the
three-body problem decouples into the sum of the Hamiltonian for Hill’s lunar
problem and the Hamiltonian of a harmonic oscillator.

When ε = 0, the equations of motion defined by (11.17) are decoupled
and one easily sees that ξ = φ0(t), η = ψ0(t), R = r = 0 is a τ -periodic so-
lution with characteristic multipliers 1, 1, β, β−1, eiτ , e−iτ . Since we assume
that τ is not a multiple of 2π, this periodic solution has precisely two charac-
teristic multipliers equal to +1 and so is nondegenerate. Thus the standard
theorem of perturbation analysis, Theorem 6.5.2, says that this solution can
be continued as a periodic solution of the full problem on the reduced space
when ε 6= 0.

In a similar manner we can consider the spatial version of Hill’s lunar equa-
tion.

Theorem 11.2.3. Let ξ = φ0(t), η = ψ0(t) be a τ -periodic solution of the
spatial Hill’s lunar equations with characteristic multipliers 1, 1, β1, β

−1
1 , β2,

β−1
2 . Assume that this solution is nondegenerate, i.e., β1 6= 1, β2 6= 1 and
τ 6= n2π for any integer n. Then there exist smooth functions φ(t, ε) = φ0(t)+
O(ε2), ψ(t, ε) = ψ(t) + O(ε2), τ (ε) = τ + O(ε2), and V (ε) = O(ε2) yielding
a τ (ε)-periodic relative periodic solution of the spatial three-body problem on
the reduced space. Moreover, the characteristic multipliers of this periodic
solution on the reduced space are 1, 1, exp(±iτ + O(ε2)), β1 + O(ε2), β−1

1 +
O(ε2), β2 +O(ε2), β−1

2 + O(ε2).

11.3 Problems

1 Prove Theorem 11.2.3.
2 Scale the restricted problem to obtain Hill’s lunar equation.

a Shift one primary of the restricted problem to the origin by the scaling

q1 → q1 + 1 − µ, q2 → q2, p1 → p1, p2 → p2 + 1 − µ.
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b Expand the one term of the potential in a Taylor series to get

− 1 − µ

‖q + (1, 0)‖ = −(1 − µ)(1 − x1 + x2
1 −

1

2
x2

2 + · · · .

c Scale the Hamiltonian of the restricted problem by q → µ1/3, p→ µ1/3p
to obtain HR = HL + O(µ1/3) where HR is the Hamiltonian of the
restricted problem andHL is the Hamiltonian of Hill’s lunar problem.

3 Using the scaling of Problem 2 show that any nondegenerate periodic solu-
tion of Hill’s lunar equation can be continued into the restricted problem.
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12. The Elliptic Problem

This chapter deals with the planar N -body problem of classical celestial me-
chanics and its relation to the elliptic restricted problems. This problem,
unlike the previous problem, is a periodic Hamiltonian system.

We give a different derivation of the elliptic restricted problem, which gives
a restricted problem for each type of solution of the Kepler problem. In par-
ticular, any solution of the Kepler problem, be it circular, elliptic, parabolic,
or hyperbolic, gives rise to a coordinate system in which the Hamiltonian
of the full planar N -body problem is relatively simple. If the solution of
the Kepler problem is circular, then this coordinate system is the standard
rotating coordinates; if the solution of the Kepler problem is elliptic, this
coordinate system is the rotating-pulsating coordinates used in the elliptic
restricted three-body problem. The derivation given below stresses the role
of the Kepler problem and thus avoids some of the tedious trigonometry of
the standard derivation. It is tempting to call these coordinates “Kepler co-
ordinates,” but that name has already a well established meaning in celestial
mechanics, so these coordinates will be called Apollonius coordinates after
Apollonius of Perga (c. 262–200 B.C.), who wrote the definitive book on
conic sections. The origins of rotating-pulsating coordinates and the elliptic
restricted three-body problem go back to the work of Scheibner [73] and were
rediscovered by Nechvile [60] and others. The rotating-pulsating coordinates
were used to put the three-body problem in a simple form in Waldvogel [88]
for a different goal. The notes in Szebehely [86] have more information on
the historical works.

A central configuration of the N -body problem is an equilibrium point in
these coordinates, so it will also be called a relative equilibrium. Given any
central configuration of the N -body problem and any solution of the Kepler
problem, then, there is a restricted (N + 1)-body problem in which N of
the bodies move on the solution of the Kepler problem while maintaining
their relative position, which is similar to the central configuration, and an
infinitesimal body moves under their gravitational attraction. For example,
there is a restricted four-body problem, in which three bodies of arbitrary
mass move on hyperbolic orbits of the Kepler problem, so that at each instant
they are at the vertices of an equilateral triangle, and a fourth infinitesimal
body moves under the gravitational attraction of the other three but does not
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in turn influence their motions. To my knowledge, the only reference to some-
thing other than the circular or elliptic restricted problems is Faintich [25],
who considered the hyperbolic restricted three-body problem.

The method of symplectic scaling will be used to give a derivation of such
a restricted problem, showing the precise asymptotic relationship between
the restricted problem and the full (N + 1)-body problem. This derivation
obviates the proof of the fact that a nondegenerate periodic solution of the
elliptic restricted (N+1)-body problem can be continued into the full (N+1)-
body problem under mild nonresonance assumptions. A similar theorem was
proved for the circular restricted (N + 1)-body problem in Chapter 8 and in
Meyer [48, 49].

12.1 Apollonius Coordinates

Let us recall some basic formulas from the Kepler problem and its solution.
Let φ = (φ1, φ2) be any solution of the planar Kepler problem, r the length
of φ, and c its angular momentum, so that

φ̈ = − φ

‖φ‖3
, r =

√

φ2
1 + φ2

2, c = φ1φ̇2 − φ2φ̇1, (12.1)

where the independent variable is t, time, and ˙ = d/dt,¨= d2/dt2. Rule out
collinear solutions by assuming that c 6= 0 and then scale time so that c = 1.
The units of distance and mass are chosen so that all other constants are 1.
In polar coordinates (r, θ), the equations become

r̈ − rθ̇2 = −1/r2, d(r2θ̇)/dt = dc/dt = rθ̇ + 2ṙθ̇ = 0. (12.2)

Using the fact that c = r2θ̇ = 1 is a constant of motion yields

r̈ − 1/r3 = −1/r2. (12.3)

Equation (12.3) is reduced to a harmonic oscillator u′′ + u = 1 by letting
u = 1/r and changing from time t to τ the true anomaly of the Kepler
problem, by dt = r2dτ and ′ = d/dτ — see Section 3.7. The general solution
is then

r = r(τ ) = 1/(1 + e cos(τ − ω)), (12.4)

where e and ω are integration constants, e being the eccentricity and ω the
argument of the pericenter. When e = 0, the orbit is a circle, for 0 < e < 1,
an ellipse, for e = 1, a parabola, and for e > 1, a hyperbola. There is no harm
in assuming that the argument of the pericenter is zero, so henceforth ω = 0.

Define a matrix A by

A =





φ1 −φ2

φ2 φ1



 , (12.5)
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so A−1 = (1/r2)AT and A−T = (AT )−1 = (1/r2)A, where AT denotes the
transpose of A.

Consider the planar N -body problem in fixed rectangular coordinates
(q,p) given by the Hamiltonian

H = HN =

N
∑

i=1

‖pi‖2

2mi
− U(q), U(q) =

∑

1≤i<j≤N

mimj

‖qi − qj‖
. (12.6)

The vectors qi,pi ∈ R2 are the position and momentum of the ith particle
with mass mi > 0, where i = 1, . . . , N . U is the self-potential.

Apollonius coordinates are the symplectic coordinates defined below by
two symplectic coordinate changes. First, make the symplectic change of
coordinates

qi = AXi, pi = A−TYi = (1/r2)AYi for i = 1, . . . , N. (12.7)

Recall that if H(z) is a Hamiltonian and z = T (t)u is a linear symplectic
change of coordinates, then the Hamiltonian becomes H(u)+(1/2)uTW (t)u,
where W is the symmetric matrix W = JT−1Ṫ . Compute

W =

(

0 I
−I 0

)(

r−2AT 0
0 AT

)(

Ȧ 0

0 (r−2Ȧ − 2r−3ṙA

)

=

(

0 −r−2(AT Ȧ)T

−r−2AT Ȧ 0

)

.

(12.8)

Recall that W is symmetric or use ATA = r2I to get the 1,2 position. Now

−r−2AT Ȧ = r−2

(

−rṙ 1
−1 −rṙ

)

. (12.9)

Note that ‖AX‖ = r‖X‖, so the Hamiltonian becomes

H =
1

r2

N
∑

i=1

‖Yi‖2

2mi
− 1

r
U(X) − ṙ

r

N
∑

i=1

XT
i Yi −

1

r2

N
∑

i=1

XT
i JYi. (12.10)

Change the independent variable from time t to τ the true anomaly of the
Kepler problem by dt = r2dτ, ′ = d/dτ, H → r2H so that

H =
N
∑

i=1

‖Yi‖2

2mi
− rU(X) − r′

r

N
∑

i=1

XT
i Yi −

N
∑

i=1

XT
i JYi. (12.11)

The second symplectic change of variables changes only the momentum by
letting

Xi = Qi, Yi = Pi + αiQi, (12.12)
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where the αi = αi(τ ) are to be determined. This defines the Apollonius co-
ordinates (Qi, Pi) for i = 1, . . . , N . To compute the remainder term, consider

Ri =

(

0 I
−I 0

)(

I 0
−αiI I

)(

0 0
α′

i 0

)

=

(

α′
i 0

0 0

)

. (12.13)

Thus the remainder term is (1/2)
∑

α′
i(τ )Q

T
i Qi and the Hamiltonian becomes

H =

N
∑

i=1

‖Pi‖2

2mi
− rU(Q) +

(

αi

mi
− r′

r

) N
∑

i=1

QT
i Pi−

N
∑

i=1

QT
i JPi +

N
∑

i=1

(

1

2
α′

i +
1

2

α2
i

mi
− r′

r
αi

)

QT
i Qi.

(12.14)

Choose αi so that the third term on the right in (12.14) vanishes, i.e., take
αi = mir

′/r. To compute the coefficient of QT
i Qi in the last sum in (12.14),

note that

(

r′

r

)′

−
(

r′

r

)2

=
rr′′ − 2r(r′)2

r2
= r

d

dτ

(

r′

r2

)

= r
dṙ

dτ
= r3r̈ = 1− r (12.15)

where the last equality comes from the formula (12.3). Thus the Hamiltonian
of the N -body problem in Apollonius coordinates is

H =

N
∑

i=1

‖Pi‖2

2mi
− rU(Q) −

N
∑

i=1

QT
i JPi +

(1 − r)

2

N
∑

i=1

miQ
T
i Qi, (12.16)

and the equations of motion are

Q′
i =

Pi

mi
− JQi,

P ′
i = r

∂U

∂Qi
− JPi − (1 − r)miQi.

(12.17)

These are particularly simple equations considering the complexity of the
coordinate change.

12.2 Relative Equilibrium

A central configuration of the N -body problem is a solution (Q1, . . . , QN) of
the system of nonlinear algebraic equations
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∂U

∂Qi
+ λmiQi = 0 for i = 1, . . . , N (12.18)

for some scalar λ. By scaling the distance, λ may be taken as 1. Thus a
central configuration is a geometric configuration of the N particles so that
the force on the ith particle is proportional to mi times the position. This is
the usual definition of a central configuration. Define a relative equilibrium
as a critical point of the Hamiltonian of the N -body problem in Apollonius
coordinates. This is slightly different from the usual definition of a relative
equilibrium.

Proposition 12.2.1. The relative equilibria are central configurations.

Proof. The critical points of (12.16) satisfy

∂H/∂Qi = −r∂U/∂Qi + JPi + (1 − r)miQi = 0,

∂H/∂Pi = Pi/mi − JQi = 0.

From the second equation Pi = miJQi. Plugging this into the first equation
gives

−r∂U/∂Qi −miQi + (1 − r)miQi = −r {∂U/∂Qi +miQi} = 0.

Since r is positive, this equation is satisfied if and only if ∂U/∂Qi +miQi = 0.

12.3 Defining the Main Problem

Consider the (N + 1)-body problem with particles indexed from 0 to N .
Let HN+1 and UN+1 be the Hamiltonian and self-potential of the (N + 1)-
body problem written in Apollonius coordinates. Consider also the N -body
problem with particles indexed from 1 to N withHN and UN the Hamiltonian
and self-potential of the N -body problem written in Apollonius coordinates.
We have

HN+1 =

N
∑

i=0

‖Pi‖2

mi
− rUN (Q) −

N
∑

i=0

QT
i JPi +

(1 − r)

2

N
∑

i=0

miQ
T
i Qi =

‖P0‖2

2m0
− r

N
∑

j=1

m0mj

‖Q0 −Qj‖
−QT

0 JP0 +
(1 − r)

2
m0Q

T
0Q0 +HN .

(12.19)

Assume that one mass is small by setting m0 = ε2. The zeroth body is known
as the infinitesimal and the other N bodies are known as the primaries. Let
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Z be the coordinate vector for the N -body problem, so Z = (Q1, . . . , QN ,
P1, . . . , PN), and let Z∗ = (a1, . . . , aN , b1, . . . , bN) be any central configura-
tion for the N -body problem. By Proposition 12.2.1, ∇HN(Z∗) = 0. The
Taylor expansion for HN is

HN(Z) = HN(Z∗) +
1

2
(Z − Z∗)TS(τ )(Z − Z∗) + · · ·

where S(τ ) is the Hessian of HN at Z∗. Forget the constant term H(Z∗).
Change coordinates by

Q0 = ξ, P0 = ε2η, Z − Z∗ = εV. (12.20)

This is a symplectic transformation with multiplier ε−2. Making this change
of coordinates in (12.19) yields

HN+1 = R+
1

2
V TS(τ )V +O(ε), (12.21)

where R is the Hamiltonian of the conic (i.e., circular, elliptic, etc.) restricted
(N + 1)-body problem given by

R =
1

2
‖η‖2 − r

N
∑

i=1

mi

‖ξ − ai‖
− ξTJη +

(1 − r)

2
ξT ξ. (12.22)

To the zeroth order, the equations of motion are

ξ′ = η + Jξ,

η′ = −r
N
∑

i=1

mi(ξ − ai)

‖ξ − ai‖3
+ Jη − (1 − r)ξ,

(12.23)

V ′ = D(τ )V,D(τ ) = JS(τ ). (12.24)

The equations in (12.23) are the equations of the restricted problem and
those in (12.24) are the linearized equations of motion about the relative
equilibrium.

When e = 0, equations (12.23) and (12.24) are time-independent and
(12.22) is the Hamiltonian of the circular restricted N -body problem. In this
case, a periodic solution of (12.23) is called nondegenerate if exactly two
of its multipliers are +1. When 0 < e < 1, equations (12.23) and (12.24)
are 2π-periodic in τ and (12.22) is the Hamiltonian of the elliptic restricted
N -body problem. In this case, a 2kπ-periodic solution of (12.23) is called
nondegenerate if all four of its multipliers are different from +1.

In the classical elliptic restricted three-body problem the masses of the
primaries are m1 = 1 − µ > 0, m2 = µ > 0 and they are located at a1 =
(−µ, 0), a2 = (1− µ, 0). The parameter µ is called the mass ratio parameter.
Thus the Hamiltonian of the classical elliptic three-body problem is
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R =
1

2
‖η‖2 − r

(

1 − µ

d1
+
µ

d2

)

− ξTJη +
(1 − r)

2
ξT ξ, (12.25)

where

d1 = {(ξ1 + µ)2 + ξ22}1/2, d2 = {(ξ1 − 1 + µ)2 + ξ22}1/2,

r = r(τ ) = 1/(1 + e cos τ ), 0 < e < 1.
(12.26)

12.4 Symmetries and Reduction

Henceforth, we will consider the elliptic case only. For the moment, consider
the N -body problem in the original rectilinear coordinates (q,p) of (12.6).
This Hamiltonian is invariant under the symplectic extension of the group of
Euclidian motions of the plane. These motions carry a periodic solution to
a periodic solution, so periodic solutions are not isolated even in an energy
level in which H is constant. A theorem in Chapter 5 states that due to
this symmetry the algebraic multiplicity of the multiplier +1 of a periodic
solution of the N -body problem must be at least 8. Unless these degeneracies
are eliminated, the standard methods of perturbation analysis will fail, so we
will again drop down to the reduced space. Now turn to the Hamiltonian of
the N -body problem in Apollonius coordinates.

Let C be the center of mass, L total linear momentum, andO total angular
momentum in Apollonius coordinates, i.e.,

C =

N
∑

1

miQi, L =

N
∑

1

Pi, O =

N
∑

1

QT
i JPi. (12.27)

From equations (12.17), it follows that

C ′ = −JC + L, L′ = −(1 − r)C − JL, O′ = 0. (12.28)

From these equations, we see that C and L satisfy a time-varying linear homo-
geneous Hamiltonian system of equations, so the set C = L = 0 is invariant.
From the last equation, angular momentumO is an integral. The Hamiltonian
of the N -body problem in Apollonius coordinates, equation (12.16), is still
invariant under rotations, so the reduction can be carried out in these coordi-
nates also. That is, the reduction can be accomplished by setting C = L = 0,
O equal to a nonzero constant and identifying points by (q,p)∼(q†,p†) where

qi = Aq
†
i , pi = Ap

†
i , A ∈ SO2 a rotation matrix.

Let (u, v) be rectangular coordinates in R2 × R2. If the Hamiltonian
K = (1/2)vT v is written in Apollonius coordinates (C, L), then K becomes
K(C, L) = (1/2)LTL−CTJL+((1−r)/2)CTC, which is the Hamiltonian for
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the first two equations in (12.28). Thus the first two equations in (12.28) are
just the equations u̇ = v, v̇ = 0 written in Apollonius coordinates, so the char-
acteristic multipliers of this system are all +1. Therefore, fixing C = L = 0
decreases the multiplicity of the multiplier +1 by 4. Holding O fixed and
going to the quotient space decreases the multiplicity of the multiplier +1 by
another 2, by the same argument as given in Chapter 8 or in Meyer [48]. So
going to the reduced space decreases the multiplicity of +1 by 6.

A relative equilibrium becomes an equilibrium for the Hamiltonian on
the reduced space. The nontrivial multipliers of the relative equilibrium are
defined in the following way: First consider the linear variational equation
about the relative equilibrium on the reduced spaces — this is a linear, 2π-
periodic system of dimension 4N − 6. In general, the multiplier +1 will have
multiplicity 2. The remaining 4N − 8 multipliers will be called the nontrivial
multipliers of the relative equilibrium.

A solution of the (N+1)-body problem is called reduced periodic of period
T if its projection on the reduced space is periodic of period T . A reduced
periodic solution of the (N + 1)-body problem is called nondegenerate if its
projection on the reduced space is a periodic solution with multiplier +1 of
multiplicity 2.

12.5 Continuation of Periodic Solution

There are many theoretical and numeric investigations of periodic solutions in
the elliptic three-body problem. See Broucke [14, 15], Moulton [58], Schubart
[75, 76], Sergysels-Lamy [78], Shelus [79], Szebehely and Giacaglia [87], and
their references. Consider a system of 2π-periodic equations ξ′ = f(τ, ξ, ε) de-
pending on a parameter ε, and let χ(τ ) be a 2kπ-periodic solution when ε = 0.
The solution χ(τ ) can be continued if there is a smooth one-parameter family
of 2kπ-periodic solutions χ†(τ, ε) defined for ε small such that χ†(τ, 0) = χ(τ ).

Theorem 12.5.1. Let (φ(τ ), ψ(τ )) be a nondegenerate 2kπ-periodic solution
of the planar elliptic restricted (N+1)-body problem in (12.23) with Hamilto-
nian (12.22). Let the nontrivial multipliers of the relative equilibrium not be
kth roots of unity. Then the 2kπ-periodic solution ξ = φ(τ ), η = ψ(τ ), V = 0
of (12.23), (12.24) can be continued into the full (N + 1)-body problem as a
nondegenerate reduced periodic solution for small values of m0 = ε2.

Proof. Consider the (N+1)-body problem using the notation of Section 12.3.
Let V = (u1, . . . , uN , v1, . . . , vN) so that qi = ai − εui, pi = bi − εvi =
−miJai − εvi. Since the center of mass of the relative equilibrium is fixed at
the origin, we have

∑N
1 miai = 0 and
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C = ε2ξ + ε{m1u · · ·mNuN},

L = ε2η + ε{v1 + · · ·+ uN},

A = ε2ξTJη +
∑N

1 (i−εT
i J(bi − εvi).

From these formulas, it follows that the reduced space depends smoothly on
the parameter ε and the Hamiltonian on the reduced space is also smooth in
ε.

Remember that the (N + 1)-body problem is time-independent and a
periodic solution can be continued if the eigenvalue +1 has multiplicity 2.
(This is a simple consequence of the implicit function theorem applied to the
Poincaré map in an energy level; see Chapter 6.) By the assumptions above,
the 2kπ-periodic solution ξ = φ(τ ), η = ψ(τ ), V = 0 when ε = 0 has the
multiplier +1 with multiplicity 2 on the reduced space.

Corollary 12.5.1. Let (φ(τ ), ψ(τ )) be a nondegenerate 2kπ-periodic solu-
tion of the classical, elliptic, restricted three-body problem with Hamiltonian
(12.25). Then the 2kπ-periodic solution ξ = φ(τ ), η = ψ(τ ), V = 0 of (12.23),
(12.24) can be continued into the full three-body problem as a nondegenerate
reduced periodic solution for small values of m0 = ε2.

Proof. The two-body problem has dimension eight and its reduced space is
two-dimensional. Therefore, there are no nontrivial multipliers of the relative
equilibrium and so no restriction on them.

12.6 Problems

1 Consider the spatial problem.
• What is the generalization of Apollonius coordinates for the spatial

problems? (Hint: Recall the rotating coordinates in R3.)
• Show that Theorem 12.5.1 and Corollary 12.5.1 can be generalized to

the spatial problem.
2 Show that it is possible to combine the ideas of this chapter and those

of Chapter 11 to define an elliptic Hill’s lunar equation. One can show
that a nondegenerate periodic 2kπ-periodic solution of the elliptic Hill’s
lunar equation can be continued into the full three-body problem as a
nondegenerate periodic solution. See [52].

3 Show that a nondegenerate symmetric 2kπ-periodic solution of the clas-
sical, elliptic, restricted three-body problem with Hamiltonian (12.25)
can be continued into the full three-body problem as a nondegenerate
symmetric periodic solution for small values of m0. See [52].
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