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Abstract. This paper studies the traveling wave solutions for a reaction dif-
fusion equation with double degenerate nonlinearities. The existence, unique-
ness, asymptotics as well as the stability of the wave solutions are investigated.
The traveling wave solutions, existed for a continuance of wave speeds, do not
approach the equilibria exponentially with speed larger than the critical one.
While with the critical speed, the wave solutions approach to one equilibrium
exponentially fast and to the other equilibrium algebraically. This is in sharp
contrast with the asymptotic behaviors of the wave solutions of the classical
KPP and m− th order Fisher equations. A delicate construction of super- and
sub-solution shows that the wave solution with critical speed is globally asymp-
totically stable. A simpler alternative existence proof by LaSalle’s Wazewski
principle is also provided in the last section.

1. Introduction. We study the asymptotic behaviors and the stability of the trav-
eling wave solutions of the reaction-diffusion equation







ut = uxx + f(u),

u(x, 0) = ψ(x),
x ∈ R, t ∈ R

+ (1)

with the nonlinear term f satisfying the following conditions :
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1. For some number 0 < α < 1, f(s) is C1,α on the interval [0, 1],
2. f(0) = f(1) = 0,
3. f ′(0) = f ′(1) = 0,
4. f ′(s) > 0, f ′(1 − s) < 0 for small s > 0,
5. f > 0 on (0, 1).

The initial condition ψ will be specified later. The above conditions imply that
u = 0 and u = 1 are two equilibria of equation (1), and that both equilibria
are double degenerated. An example of (1) with the nonlinear term f satisfying
conditions (1) − (5) may be found, for example, in [20].

If we disregard the initial condition for a moment, a traveling wave solution of
(1) has the form u(x, t) := u(x + ct) ≡ u(ξ), x + ct = ξ ∈ R, and connects the
equilibrium u = 0 and u = 1 as ξ goes from −∞ to ∞. The constant c is the wave
speed, and such solution also satisfies the following boundary value problem,







u′′ − cu′ + f(u) = 0,

u(−∞) = 0, u(+∞) = 1,
(2)

where prime denotes the differentiation with respect to ξ. Integrating (2) from −∞
to +∞, one immediately sees that c > 0 is a necessary condition for the existence
of solutions. We will therefore assume c > 0 throughout this paper.

The proofs of the existence, uniqueness, as well as the stability properties of the
traveling wave solutions are based on the a priori estimates of the wave solutions at
infinities, namely, the asymptotic behaviors. Once one has control of the traveling
wave solution at infinities, the comparison principle, the compactness argument
can be applied to derive the above mentioned properties of the wave solutions.
As is well known, the asymptotic behaviors of the wave solution depend on the
properties of the nonlinear source term f . In the KPP-Fisher equation where f(u) =
u(1−u), the wave solution approaches the equilibria exponentially fast for any wave
speed c ≥ 2; however in the m − th order Fisher equation or Zadovich equation
where f(u) = um(1 − u), m > 1, the wave solution approaches to both equilibria
exponentially with the critical/minimum speed, and algebraically to equilibrium
u = 0 and exponentially to u = 1 with other wave speed. The criticality of the
minimum speed has already been observed by KPP in their seminal paper [16]
where the solution of the corresponding initial value problem (1) evolves naturally
to the traveling wave solution with step initial values 0 at one end and 1 at the
other end. It was proved again in [3] that such criticality extends to the more
general Zodovich equation for any m > 1 which resolved a long time open problem
on stability of the wave solutions. The traveling wave solutions have been shown
in ([25], [26], [15], [14], [33], [22]) to be asymptotically stable in the exponentially
weighted Banach spaces. Similar results have also been derived for equations in
higher dimensions ([3], [5]) and monostable reaction diffusion systems ([28], [5],
[31]). (Please see [5], [3], [24], [28], [29], [23] and the references therein for more
developments and applications in Biology as well as in Physics and Chemistry).
For the equation with double degenerated nonlinear source, less results are known,
in particular, the asymptotic behaviors of the wave solutions and their stabilities
are still remained unanswered ([4]). We should point out that in [23], Liang and
Zhao estabished, among other things, that a more general existence result of the
traveling wave solutions of system (1) with the wave speed c larger than or equal to
the asymptotic spreading speed. Note that in [23] the requirement for system (1) to
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support such traveling wave solutions is 0 < f ∈ C1([0, 1],R) and f(0) = f(1) = 0.
Please see [23] Theorem 2.17, Theorem 4.3 and Theorem 4.4 there for more details.
We remark here the ideas and methods in this paper are different from those [23].

We are trying to study those questions in this paper. It is easy to see that one
can approximate system (2) with the following system:







u′′θ − cθu
′
θ + fθ(u) = 0,

uθ(−∞) = 0, uθ(∞) = 1
(3)

where 0 < θ < 1/4, fθ(s) = f · ξθ(s), and ξθ(s) is a cut-off function having the form:

ξθ(s) =























0, s ∈ [0, θ);

a smooth positive function connecting 0 and 1, s ∈ (θ, 2θ);

1, s ∈ [2θ, 1].

(4)

The existence of traveling wave solutions of (3) is shown in ([6]). Noticing that
as θ → 0, fθ → f . Therefore, as long as the uθ(ξ) is uniformly bounded in local
W 2,p (p > 1) norm, non-vanishing, and that cθ is bounded from below by zero and
above by a positive number, the existence of the traveling wave solutions for (2)
will follow by letting θ → 0 and a compactness argument. The key point here is the
asymptotic estimate of the solutions of (3).

We then proceed to study the stability of the traveling wave solution. A spectral
analysis reveals that the essential spectrum ([13]) of the linearized operator around
the traveling wave solutions touches origin, which implies that in the exponentially
weighted Banach spaces, the traveling wave solution of (1) is unstable or at most
marginally stable. Following the ideas of [3], [10], by suitably constructing super-
and sub-solutions of equation (1), we are able to show that for certain range of initial
functions, the traveling wave solution with the critical wave speed is asymptotically
stable. We remark that the stability of the traveling wave solution with non-critical
speed of (1) has recently been studied in [22], by means of Evans function and linear
spectral analysis in the exponential-polynomially weighted Banach spaces.

We now state the main results of this paper.

Theorem 1.1. Suppose that f satisfies conditions (1)-(5), then system (1) has a
unique traveling wave solution u∗(ξ) (up to a translation of origin) with speed c∗ > 0,
and the wave speed is described by limθ→0 cθ = c∗. The traveling wave solution is
monotonically increasing in R, and has the following asymptotic behaviors,

u(ξ) =







H1(
1
c∗
ξ(1 + o(1))), as ξ → +∞,

Aec∗ξ + o(ec∗ξ), as ξ → −∞,
(5)

where A > 0 is a constant, H1 = F−1
1 , F1 =

∫ u

u0

ds
f(s) , u0 < u < 1 and 1 − u0 is

small enough.

The next theorem indicates that the wave speed c∗ obtained in Theorem 1.1 is
minimal or critical.

Theorem 1.2. Let c∗ be as in Theorem 1.1, then for every c > c∗ (2) has a unique
(up to a translation of the origin) solution. The solution is monotonically increasing
on R, and has the following asymptotic behaviors,
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u(ξ) =







H1(
1
c
ξ(1 + o(1))), as ξ → +∞,

H0(
1
c
ξ(1 + o(1))), as ξ → −∞,

(6)

where H0 = F−1
0 , F0 =

∫ u

u0

ds
f(s) , 0 < u < u0 for some small u0 , H1 = F−1

1 ,

F1 =
∫ u

u1

ds
f(s) , u1 < u < 1 and u1 is close to 1.

Remark 1. More detailed asymptotic behaviors can be obtained via iterations,
please refer to the proof of Lemma 2.3.

On the stability of the traveling wave solution with the critical speed we have,

Theorem 1.3. There exist constants ξ0, ζ0, q0 ∈ R and a constant M̄ > 0 suffi-
ciently large, such that if initial value ψ(x) satisfies

0 ≤ ψ(x) ≤ Aec∗(x−ξ0) + q0e
c∗

2
(x−ξ0), as x < −M̄, (7)

and

H1(x+ ζ0) − q0e
− c∗

2
(x+ξ0) ≤ ψ(x) ≤ H1(x− ζ0) + q0e

− c∗

2
(x+ξ0), as x > M̄, (8)

then the solution u(x, t) of the initial value problem (1) has the following property

u∗(ξ + ζ(t) − ξ1, t) ≤ u(x, t) ≤ u∗(ξ − ζ(t) + ξ2, t), (9)

for every t > 0, where ξ = x+c∗t, ζ(t) = ζ0e
−βt, β = c∗2

8 and ξ1, ξ2 are two positive
constants.

Letting t→ +∞ in (9), we can see that u(x, t) → u∗(x, t) exponentially.

Remark 2. Noting the method used in the proof of this theorem in section 4 is
different from that of [14], where the local stability of the traveling wave solution
with the critical wave speed was studied. This is mainly due to the fact that the
traveling wave solutions of (1) no longer have exponential decay at the positive
infinity (please see section 2 ).

We will prove Theorem 1.1, Theorem 1.2 and Theorem 1.3 in Section 2 to Section
4 respectively, in the Appendix we will provide an alternative simpler and more
direct existence proof of the traveling wave solutions. The proof works for KPP,
m− th order Fisher as well as the current nonlinearities. However, the proof does
not lead to the asymptotic estimates of the traveling wave solutions.

2. Existence of traveling wave solutions, proof of Theorem 1.1. In this
section, we will show the existence of critical wave speed and the corresponding
traveling wave solution. We first study the asymptotic behaviors of the traveling
wave solutions of system (3), and based on which we will derive several comparison
results. The existence of the traveling wave solutions of (1) will follow from those
results and a compactness argument.

Lemma 2.1. Let uθ(ξ) be a traveling wave solution of system (3), and cθ be its
speed. Writing

φ(ξ) =
u′′θ (ξ)

u′θ(ξ)
, (10)
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then

lim
ξ→+∞

φ(ξ) = λ, (11)

where λ is a solution of the equation

λ2 − cθλ = 0. (12)

Proof. By [6], u′θ(ξ) > 0 for ξ ∈ R.
It is easy to see that u′θ(ξ) satisfies the following equation

(u′θ)
′′ − cθ(u

′
θ)

′ + f ′
θ(uθ)u

′
θ = 0, (13)

then it follows that

u′′′θ

u′θ
− cθ

u′′θ
u′θ

+ f ′
θ(uθ) = 0.

By condition (3), we have

u′′′θ

u′θ
− cθ

u′′θ
u′θ

= −f ′
θ(uθ) → 0, as ξ → +∞.

From (11),

φ′(ξ) =
u′′′θ u

′
θ − (u′′θ )2

(u′θ)
2

=
u′′′θ

u′θ
− φ2, (14)

then one has

φ′ − cθφ+ φ2 =
u′′′θ

u′θ
− φ2 − cθφ+ φ2

=
u′′′θ

u′θ
− cθ

u′′θ
u′θ

= −f ′
θ(uθ) → 0

(15)

as ξ → +∞.
We claim that φ(ξ) is bounded as ξ → +∞.
Suppose that the claim is not true, then φ is unbounded, it is either monotone

or oscillating as ξ → +∞. First we suppose that φ is monotone on the interval
(M,+∞) for some M large, then one must have

lim
ξ→+∞

|φ(ξ)| = +∞,

consequently,

lim
ξ→+∞

1

φ(ξ)
= 0. (16)

On the other hand, by (15) one has

−f
′
θ(uθ)

φ2
=

φ′ − cθφ+ φ2

φ2

=
φ′

φ2
− cθ

1

φ
+ 1,

(17)
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so (15) and (17) imply that as ξ → +∞,

(
1

φ
)′ = − φ′

φ2
→ 1,

which contradicts (16).
We then assume φ(ξ) oscillating as ξ → +∞. Since φ is unbounded, we can

choose a sequence ξi, i ∈ N such that ξi → +∞ as i → +∞, and φ takes extreme
values at ξi . Then the unboundedness of φ implies that limi→∞ |φ(ξi)| = ∞. Since
{φ(ξi)} are local extrema, φ′(ξi) = 0 for i ∈ N . Then it follows that one has

φ′(ξi) − cθφ(ξi) + φ2(ξi) = −cθφ(ξi) + φ2(ξi)

= φ(ξi)(−cθ + φ(ξi)) → +∞
(18)

which is in contradiction with (15). Hence, φ(ξ) is bounded as ξ → +∞.
We next show that limξ→+∞ φ(ξ) exists.
Let α = lim supξ→+∞ φ(ξ), β = lim infξ→+∞ φ(ξ). Since φ(ξ) is bounded, α and

β are well defined and α ≥ β. Choosing sequences Mi and Ni, i ∈ N such that
φ(Mi) and φ(Ni) are the local maximum and minimum of φ(ξ) respectively, and
Mi, Ni → +∞ as i→ +∞, then one has

φ′(Mi) − cθφ(Mi) + φ2(Mi)

= −cθφ(Mi) + φ2(Mi) → −cθα+ α2 = 0,

and

φ′(Ni) − cθφ(Ni) + φ2(Ni) = −cθβ + β2 = 0,

then it follows that both α and β are solutions of (12). We claim that α = β. In
fact, if the claim is not true, then one must have α = cθ and β = 0. Choosing ǫ
small enough and a sequence ri with ri → +∞, such that φ(ri) = α − ǫ/2 and
φ′(ri) ≤ 0, then

φ′(ri) − cθφ(ri) + φ2(ri) ≤ (α− ǫ

2
)(α − ǫ

2
− cθ) < 0

as ri → +∞. This contradicts (15). Therefore, α = β and limξ→+∞ φ(ξ) exists.

Lemma 2.2. Let λ be defined as in (11), then λ = 0.

Proof. We first prove that for any constants A, d > 0, if ξ is large enough then
uθ(ξ) ≤ 1 −Ae−dξ.

By conditions (2) and (3), there exists ξ0 large enough, such that for s ∈
[uθ(ξ0), 1] and a constant d > 0 (to be determined later),

fθ(s) ≤ (d2 + cθd)(1 − s)

Now consider equation

u′′ − cθu
′ + (d2 + cθd)(1 − u) = 0 (19)

Clearly, for any A > 0, 1 −Ae−dξ is a solution of (19) while uθ(ξ) is a subsolution.
Choosing A > 0 small enough, we have

uθ(ξ0) ≤ 1 −Ae−dξ0 .



TRAVELING WAVE SOLUTION 271

By Maximum Principle, we have

uθ(ξ) ≤ 1 −Ae−dξ (20)

for ξ ∈ (ξ0,+∞).
However, (11) and (12) imply that if λ = cθ, there exists a constant Ā > 0, such

that

uθ(ξ) = 1 − Āe−cθξ + o(e−cθξ)

as ξ is large enough.
Choosing d = cθ/2 in (20), then one would have

1 − Āe−cθξ + o(e−cθξ) = uθ(ξ) ≤ 1 − Āe−
cθ
2

ξ,

for ξ large enough, which is impossible. This implies that λ = 0.

We next derive the asymptotic behaviors of uθ(ξ) at ξ = +∞.

Lemma 2.3. The traveling wave solution uθ with speed cθ of (3), has the following
asymptotic behavior as ξ is close to +∞,

uθ(ξ) = H1(
1

cθ
ξ(1 + o(1))).

Proof. Since u′θ(ξ) > 0 for ξ ∈ R, then one has

u′′θ
u′θ

− cθ +
fθ(uθ)

u′θ
= 0,

or equivalently,

u′θ
fθ(uθ)

=
1

cθ −
u′′θ
u′θ

. (21)

By Lemma 2.2, one has as ξ → +∞,
u′′

θ

u′

θ

→ 0, then (21) implies by simple

integration that

uθ(ξ) = Hθ(
1

cθ + o(1)
ξ), and u′θ = fθ(Hθ(

1

cθ + o(1)
ξ)). (22)

To gain further insight into (22), we rewrite (21) as

u′θ
fθ(uθ)

=
1

cθ

1

1 − 1

cθ

u′′θ
u′θ

=
1

cθ
(1 +

1

cθ

u′′θ
u′θ

+ o(
u′′θ
u′θ

)).

Consequently, there exists a ξ0 large enough (we note that ξ0 may depend on θ but
it causes no problem in the convergence proof below), such that for ξ > ξ0,

∫ ξ

ξ0

u′θ
f(uθ)

ds =

∫ ξ

ξ0

1

cθ
(1 +

1

cθ

u′′θ
u′θ

+ o(
u′′θ
u′θ

))ds,

then
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∫ ξ

ξ0

u′θ
f(uθ)

ds =

∫ ξ

ξ0

1

cθ
(1 +

1

cθ

u′′θ
u′θ

+ o(
u′′θ
u′θ

))ds

=
1

cθ
((ξ − ξ0) +

1

cθ
ln

u′θ(ξ)

u′θ(ξ0)
+ o((

u′′θ
u′θ

)(ξ − ξ0)))

=
1

cθ
(ξ − ξ0)(1 +O(

1

ξ − ξ0
ln fθ(Hθ(

1

cθ + o(1)
ξ)))).

Writing Fθ(uθ) =
∫ uθ(ξ)

uθ(ξ
0
)

ds
f(s) , since F ′

θ(uθ) = 1
fθ(uθ) > 0, we see that Fθ is

invertible, let F−1
θ = Hθ. In addition since 1−s

f(s) → ∞ as s→ 1 we have

1

ξ − ξ0
ln fθ(Hθ(

1

cθ + o(1)
ξ)) → 0 as ξ → +∞,

and hence

uθ(ξ) = Hθ(
1

cθ
(ξ − ξ0)(1 + o(1))).

After a shifting of the origin, we can obtain

uθ(ξ) = Hθ(
1

cθ
ξ(1 + o(1))),

for ξ large enough.
It is easy to see that with iteration we could show after a shifting of the origin

that, for example:

uθ(ξ) = Hθ(
1

cθ
ξ(1 +

1

cθ

1

ξ
ln fθ(Hθ(

1

cθ
ξ))(1 + o(1)))). (23)

Note that the Lemma is proved since fθ ≡ f near 1.

Remark 3. The traveling wave solution uθ(ξ) of (3) has the following asymptotic
behavior at −∞,

uθ(ξ) = Becθξ

where B > 0 is a constant, see ([6]).

Next we show that as θ decreases to 0, uθ approaches a solution u(ξ) of (2). To
this end, we will need the following comparison lemmas.

Lemma 2.4. Let g be any C1,α function and a > 0 be a constant. Assume that
functions v and z satisfy

{

v′′ − cv′ + g(v) ≥ 0,
z′′ − cz′ + g(z) ≤ 0,

on [−a, a],

respectively, and that
{

v(−a) < z(ξ), ξ ∈ (−a, a];
v(ξ) < z(a), ξ ∈ [−a, a),

then
v(ξ) ≤ z(ξ), ξ ∈ (−a, a).

Furthermore, if
z(a) > v(a), z(−a) > v(−a),
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then
v(ξ) < z(ξ), ξ ∈ [−a, a].

Proof. The lemma was proved in [4] by Sliding domain method.

Lemma 2.5. Suppose that f satisfies conditions (1)-(5), let θ1 < θ2 and uθi
be the

solutions of (3) with speed cθi
, i = 1, 2 , then cθ1

≥ cθ2
.

Proof. Suppose that there exist θ1 and θ2, with 0 < θ1 < θ2, but cθ1
< cθ2

.
From Lemma 2.3, for ξ large enough, uθi

, i = 1, 2 can be written as

uθ1
(ξ) = H(

1

cθ1

ξ(1 + o(1))),

uθ2
(ξ) = H(

1

cθ2

ξ(1 + o(1))),

(24)

noting that the same H is used since fθ1
(u) and fθ2

(u) agree for u near 1.
By Remark 3, we have as ξ is close to −∞ that there exist constants A, B > 0

such that

uθ1
(ξ) = Aecθ1

ξ,

uθ2
(ξ) = Becθ2

ξ.
(25)

We further normalize uθ1
(ξ) and uθ2

(ξ) such that

uθ1
(0) = uθ2

(0) =
1

2
. (26)

Given cθ1
< cθ2

, the dependence of H on cθ and (22) imply that for ξ large
enough,

uθ1
(ξ) > uθ2

(ξ). (27)

Then from (23) and (25), there exists a T > 0 large enough, such that

uθ1
(−T ) > uθ2

(−T ),

and

uθ1
(T ) > uθ2

(T ).

Noting that fθ1
> fθ2

, one has







u′′θ1
− cθ1

u′θ1
+ fθ2

(uθ1
) ≤ 0,

u′′θ2
− cθ2

u′θ2
+ fθ2

(uθ2
) = 0,

on [−T, T ].

The monotonicity of uθi
(ξ), i = 1, 2 and Lemma 2.4 imply

uθ2
(ξ) < uθ1

(ξ) on (−T, T ),

which contradicts with the normalization condition (26).
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Lemma 2.6. The wave speed cθ has an upper bound independent on θ as θ → 0.

Proof. The idea of the proof is similar to section 8 of [4]. Let θ be chosen such
that 0 < θ < 1/4. Normalizing uθ(ξ) such that uθ(0) = 1/2. We will compare the
solution of (3) and cθ with those of a KPP-Fisher equation

{

w′′ − cw′ + kw(1 − w) = 0,
w(−∞) = 0, w(+∞) = 1,

(28)

where in equation (28), we choose the positive constant k such that ks(1−s) > fθ(s),
for s ∈ (0, 1). We can normalize w(ξ) and uθ(ξ) such that

w(0) = uθ(0) =
1

2
(29)

Recalling that ([25], [11], [16]) system (28) has a solution w(ξ), ξ ∈ R for every

c ≥ 2
√
k, and the solution satisfies that w′(ξ) > 0. The solution w(ξ) has the

following asymptotic behaviors:

w(ξ) = Awe
c−

√
c2−4k

2
ξ + o(e

c−
√

c2−4k

2
ξ), as ξ ≤ −N ; (30)

and

w(ξ) = 1 −Bwe
c−

√
c2+4k

2
ξ + o(e

c−
√

c2+4k

2
ξ), as ξ ≥ N, (31)

where in (30), (31), Aw and Bw are two positive numbers.

Since c−
√

c2−4k
2 → 0 as c → ∞, we can choose a sufficiently large c, such that

0 < c−
√

c2−4k
2 < c 1

4
≤ cθ . Then Remark 3 implies

uθ(ξ) < w(ξ), as ξ ≤ −N, (32)

and by Lemma 2.3, we also have

uθ(ξ) < w(ξ), as ξ ≥ N. (33)

We then consider (3) and (26) on the interval (−N, N). We claim that cθ ≤ c.
Suppose on the contrary cθ > c, then one would have

w′′ − cθw
′ + fθ(w) < 0. (34)

Inequality (32) along with (30) and (31) as well as Lemma 2.6 imply that w(ξ) >
uθ(ξ) on [−N, N ], which contradicts (29).

Since c is fixed and does not depend on θ, the Lemma is then proved.

Lemma 2.7. Suppose that f satisfies conditions (1)-(5), then there exist a c∗ > 0
and a function u∗(ξ) > 0, ξ ∈ R such that

{

(u∗)′′ − c∗(u∗)′ + f(u∗) = 0,
u∗(−∞) = 0, u∗(+∞) = 1.

(35)

Proof. Choosing a decreasing sequence {θi}, i = 1, 2, 3, · · · , such that θi → 0 as
i → +∞ and normalizing uθi

(ξ) such that uθi
(0) = 1

2 . As i → ∞, we have, by
Lemma 2.3 and Lemma 2.5, that

c∗ = lim
i→+∞

cθi
.

For each i = 1, 2, 3..., uθi
solves boundary value problem
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





u′′θi
− cθi

u′θi
+ fθi

(uθi
) = 0,

uθi
(−∞) = 0, uθi

(+∞) = 1.

Normalizing uθi
such that uθi

(0) = 1/2, we then consider sequence {uθi
}∞i=1 on

the interval [−a, a] with a > 0 large. From Schauder estimates, on the interval
[−a, a],{uθi

}∞i=1 has a subsequence {uθi1
}∞i1=1 convergent to a solution of the initial

value problem







u′′ − c∗u′ + f(u) = 0, on [−a, a],

u(1
2 ) = 0,

We further consider sequence {uθi1
}∞i1=1 on the interval [−2a, 2a], the Schauder

estimates again imply that {uθi1
}∞i1=1 has a convergent subsequence {uθi2

}∞i2=1 on

[−2a, 2a] and the limiting function solves the initial value problem






u′′ − c∗u′ + f(u) = 0, on [−2a, 2a],

u(1
2 ) = 0,

Iterating the above process, we will have for each n ∈ Z, there is a subsequence
{uθin

} of {uθi
} which is uniformly convergent to a solution of the corresponding

initial value problem on the interval [−na, na].
Extracting the diagonal sequence {uθii

}∞i=1 and Letting n → ∞, there exists a
function u∗(ξ) that solves the equation







(u∗)′′ − c∗(u∗)′ + f(u∗) = 0, ξ ∈ R,

(u∗)(0) = 1
2 .

(36)

Furthermore since u′θi
> 0 , we then have (u∗)′ ≥ 0. Also for each i, 0 ≤ uθi

≤ 1,
we have 0 ≤ u∗(ξ) ≤ 1, ξ ∈ R.

By condition (1), u(ξ) ≡ 1
2 is not a constant solution of (2), and u∗(−∞) =

limξ→−∞ u∗(ξ) ≤ 1
2 ≤ limξ→∞ u∗(ξ) = u∗(∞). Since u∗(−∞) and u∗(+∞) must

be equilibrium points of f , then u∗(−∞) = 0, u∗(∞) = 1. We can integrate (36)
to conclude that c∗ > 0.

Lemma 2.8. Corresponding to the wave speed c∗, the traveling wave solution u∗

has the following asymptotic behaviors,

u∗(ξ) =











Aec∗ξ + o(ec∗ξ); as ξ → −∞,

H1(
1

c∗
ξ(1 + o(1))), as ξ → +∞,

(37)

where A > 0 is some constant.

Proof. One can repeat the same proof as in Lemma 2.1 and Lemma 2.2 to conclude
that as ξ → +∞,

u∗(ξ) = H(
1

c∗
ξ(1 + o(1))).

To derive the asymptotic behaviors of u∗(ξ) at ξ = −∞, we first show
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lim
ξ→−∞

(u∗)′′(ξ)

(u∗)′(ξ)
= c∗. (38)

The same proofs of Lemma 2.1 and Lemma 2.2 can be carried over to show

lim
ξ→−∞

(u∗)′′(ξ)

(u∗)′(ξ)
= λ,

where λ is a solution of λ2 − c∗λ = 0.

We next show λ 6= 0. Suppose on the contrary, one has limξ→−∞
(u∗)′′(ξ)
(u∗)′(ξ) = 0,

then for any ǫ with 0 < ǫ < c 1
4
/2, there exists a M > 0 such that as ξ ∈ (−∞,−M ],

−ǫ < (u∗)′′(ξ)

(u∗)′(ξ)
< ǫ.

Choosing a sequence {θi}∞i=1 with 0 < θi <
1
4 and limi→+∞ θi = 0 as in the proof

of Lemma 2.7, then the convergence of (uθi
, cθi

) → (u∗, c∗) as i→ ∞ implies that

−2ǫ < cθi
< 2ǫ < c 1

4
,

a contradiction to Lemma 2.7.
Then λ = c∗, integrating (38), we have the desired conclusion.

Next, we show the uniqueness of the wave speed c∗ derived in Lemma 2.7. The
uniqueness is understood in the sense that c∗ is the only wave speed such that
the corresponding wave solution decays exponentially at −∞; and there is only one
(modulo translation) traveling wave solution u∗(ξ) associated with such wave speed.

Lemma 2.9. The wave speed c∗ is uniquely determined by (2).

Proof. We first show that c∗ is the only wave speed such that the corresponding
traveling wave solution decays exponentially at −∞.

Suppose on the contrary that u1, u2 are two traveling wave solutions of (2) with
speed c1 > c2, and that both u1 and u2 decay exponentially at ξ = −∞. Then
there are two positive constants B1 and B2, such that

u1(ξ) = B1e
c1ξ + o(ec1ξ),

u2(ξ) = B2e
c2ξ + o(ec2ξ),

(39)

We normalize u1 and u2 such that u1(0) = u2(0) = 1
2

At ξ = +∞, u1 and u2 have the following asymptotic behaviors

u1(ξ) = H1(
1

c1
ξ(1 + o(1))),

u2(ξ) = H1(
1

c2
ξ(1 + o(1))).

(40)

It can be shown that both u1 and u2 are monotonically increasing.
It is clear that

u1(ξ) < u2(ξ)

for |ξ| → +∞. Then there exists a constant M > 0 such that for ξ ∈ (−∞,−M ] ∪
[M,+∞),

u1(ξ) < u2(ξ).
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Now we shift u1 to the left. By the monotonicity of u1 and u2 with respect to
ξ, we only need to shift u1 to the left at most 2M units such that u1(ξ) < u2(ξ) on
(−M, M). We note that the inequality holds even for ξ ∈ (−∞,∞).

We shift u1 back until it first touches u2 at some finite point ξ1 (because u1 < u2

at ±∞ no matter how much shift by (39), (40)). At this time, we have

u1(ξ) ≤ u2(ξ)

and also we have by u′2 > 0,

u′′1 − c1u
′
1 + f(u1) = 0,

u′′2 − c1u
′
2 + f(u2) < 0.

Let w(ξ) = u1(ξ) − u2(ξ), then w satisfies























w′′ − c2w
′ + f(u1) − f(u2) > 0,

w(−∞) = 0, w(+∞) = 0,

w ≥ 0 for all ξ ∈ R and w(ξ1) = 0.

Notice that

f(u1) − f(u2) = f ′(η(ξ))(u1 − u2) = f ′(η(ξ))w.

By the strong Maximal Principle for non-negative solutions, we have

w ≡ 0, for ξ ∈ R.

This implies

u1 ≡ u2, for ξ ∈ R.

A contradiction.

Proof of Theorem 1.1: See Lemma 2.7 and Lemma 2.8.

3. The range of wave speed, proof of Theorem 1.2. In this section, we show
that c∗ is the minimal wave speed. To this end, we will show for every c ≥ c∗ that
system (2) has a wave solution, while for every 0 < c < c∗, system (2) does not
have any positive wave solution.

Lemma 3.1. For any 0 < c < c∗, (2) does not have any positive solution.

Proof. We will use Lemma 2.4 to prove the conclusion. In order to verify the
boundary conditions of Lemma 2.4, we first show that if u(ξ) is any traveling wave
solution of (2) with speed c > 0, then u′(ξ) > 0, note here we do not put any
restriction on c. We have on the one hand that any positive wave solution of (2)
with speed c > 0 must be monotone, on the other hand that it is impossible to
have a monotone wave for any 0 < c < c∗. This contradiction will lead us to the
conclusion of this Lemma.

Since (2) is translation invariant, then for any r > 0, ur(ξ) = u(ξ + r) is also
a solution of (2) with boundary conditions ur(−∞) = 0, ur(+∞) = 1. Similar to
the proofs of Lemma 2.1 and Lemma 2.2, we have as ξ → −∞, either there exists
a Ã > 0 such that
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u(ξ) = Ãecξ + o(ecξ), (41)

for a constant Ã > 0, or

u(ξ) = H0(
1

c
ξ(1 + o(1))) . (42)

As ξ → +∞, u(ξ) has the similar asymptotics, i.e., either there exists a B̃ > 0 ,
such that

u(ξ) = 1 − B̃e−cξ + o(e−cξ), (43)

or

u(ξ) = H1(
1

c
ξ(1 + o(1))). (44)

In case of either (43) or (44), we have as in (21)

u′

f(u)
→ 1

c
, which implies that u′ > 0 there. (45)

It then follows from (41)-(44) that, for any r > 0, there exists a M > 0, such
that

ur(ξ) > u(ξ), ξ ∈ (−∞,−M ] ∪ [M,+∞). (46)

We next show

ur(ξ) > u(ξ), ξ ∈ (−M,M). (47)

Suppose that (47) is not true, then there exists a ξ0 ∈ (−M,M) such that

ur(ξ0) = u(ξ0),

we then shift ur(ξ) to the left, that is, we increase r. There exists a r̄ ≥ r, such
that

ur̄(ξ) > u(ξ), ξ ∈ [−M, M − r̄]. (48)

By (46), r̄ is at most 2M , so (47) holds.
We next shift ur̄(ξ) back, that is we decrease r̄, until one of the following situation

happens first:
Case (a). there exists a r̄1, such that ur̄1(ξ) ≡ u(ξ) on the interval [−M, M ],

then we can apply Maximum Principle to w(ξ) = ur̄1(ξ) − u(ξ) on R to conclude
that u(ξ) ≡ ur̄(ξ), for any ξ ∈ R, which is in contradiction with (46).

Case (b). there exists a r̄2 and a ξ1 ∈ (−M, M), such that ur̄2(ξ1) ≡ u(ξ1), while
at the same time ur̄2(ξ) > u(ξ), for ξ ∈ (−M,M), ξ 6= ξ1. The same proof as in
Case (a) implies that this case is also impossible. We can then decrease r̄ further.

In either case, since we can decrease r̄ at most to 0, then necessarily, one has
ur(ξ) > u(ξ) for ξ ∈ (−M, M). This implies u′(ξ) > 0.

We then show that for any 0 < c < c∗, (1.2) does not have monotone solutions.
Suppose on the contrary, for some 0 < c < c∗, u(ξ) is a solution of (2), then

similar to the proof of Lemma 2.1 and Lemma 2.2, one gets to

u′′(ξ)

u′(ξ)
→ λ, as |ξ| → ∞
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then either λ = 0 or λ = c, so there exists a M > 0, such that for ξ ∈ (−∞,−M ]∪
[M,+∞), one has

u(ξ) > u∗(ξ). (49)

We next show (49) is true for all ξ ∈ R.
We consider u(ξ) and u∗(ξ) on the interval [−M, M ], suppose there is a ξ̄ ∈

(−M, M) such that u(ξ̄) = u∗(ξ̄) then we can shift u∗(ξ) to the right until we have
u(ξ) > u∗(ξ), ξ ∈ (−M,M). Then, u(ξ) > u∗(ξ),ξ ∈ R.

Now we shift u∗(ξ) back until it first touches u(ξ) at some ξ0 and we have u∗(ξ) ≤
u(ξ), by maximum principle, we have u(ξ) ≡ u∗(ξ), ξ ∈ R, a contradiction.

Lemma 3.2. Assuming the conditions of Theorem 1.1, then for every c > c∗ with
c∗ given by Theorem 1.1, system







u′′ − cu′ + f(u) = 0,

u(−∞) = 0, u(+∞) = 1,

has a solution.

Proof. Step 1, we denote the solution obtained in Theorem 1.1 as (u∗, c∗) and we
have, by Theorem 1.1, (u∗)′ > 0 for ξ ∈ R. Hence, for any c > c∗,

(u∗)′′ − c(u∗)′ + f(u∗) < 0.

This shows for c > c∗ that u∗ is a super-solution of

u′′ − cu′ + f(u) = 0. (50)

Also, for any 0 < h < 1, we have f(h) > 0, then it follows that h is a sub-solution
of (49). Now fix a constant a ≥ 1, we choose h ≤ u∗(−a), therefore, there exists a
function v, such that







v′′ − cv′ + f(v) = 0,

v(−a) = h, v(a) = u∗(a),

and v may be obtained by monotone iteration and we have h ≤ v ≤ u∗ on [−a, a]
and v′ > 0 on (−a, a).

Step 2. Now we shift u∗ and let u∗r = u∗(ξ + r) and hr = u∗(−a+ r), then by
step 1, there exists vr, such that







(vr)′′ − c(vr)′ + f(vr) = 0,

vr(−a) = h, vr(a) = u∗(a).

Uniqueness of the solution of the above equations implies vr depending contin-
uously on r. Since (u∗)′ > 0, then vr is a sub-solution corresponding to any r′ > r

and then we have vr′

> vr, let r → ∞, we have vr → 1 by u∗ → 1 and vr → 0 as
r → −∞. Then there exists some r = r̄ such that vr̄(0) = 1

2 .
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Fix r = r̄ and let ua be the solution of






















(vr̄)′′ − c(vr̄)′ + f(vr̄) = 0, ξ ∈ [−a, a],

0 < vr̄ < 1, (vr)′ > 0,

vr̄(0) = 1
2 .

By Lp (p > 1) estimates, there exists a sequence aj → +∞, such that uaj → u
on any compact set of [−a, a] uniformly and u satisfies







u′′ − cu′ + f(u) = 0,

u′ ≥ 0, u(0) = 1
2 .

Then, u(ξ) 6= 0, u(ξ) 6= 1, so u(ξ) is not a constant and by taking limit as ξ →
±∞,we have u(−∞) = 0, u(+∞) = 1.

Lemma 3.3. Suppose that (u, c) is a traveling wave solution of (2) with speed
c > c∗, then







u(ξ) = H1(
1
c
ξ(1 + o(1))) as ξ → +∞,

u(ξ) = H0(
1
c
ξ(1 + o(1))) as ξ → −∞.

where H0, H1 are defined by Theorem 1.2.

Proof. See Lemma 2.2 for the asymptotic behavior of u(ξ) when ξ → +∞, Lemma
2.8 implies that u(ξ) does not decay exponentially at ξ → −∞.

Proof of Theorem 1.2: For the existence of the wave solution, see Lemma 2.8
and Lemma 2.9. For the uniqueness of the traveling wave solutions for each wave
speed c > c∗, one can adapt the proof of Lemma 2.9 to the current situation.

4. Stability, proof of Theorem 1.3. In this section, we prove Theorem 1.3,
the stability of the traveling wave solution with the critical speed c∗. Though the
construction of the super- and sub-solution appears to be similar to that of [10], the
technical details are markedly different.

Let
q(ξ, t) = q0e

−βt min{eη(ξ−ξ0), e−η(ξ+ξ0)}, (51)

and
ζ(t) = ζ0e

−βt, (52)

where η = c∗/2, β = (c∗)2/8, and the constants q0, ξ0 and ζ0 will be determined in
the following.

It follows from conditions (2) and (3) that there exists a τ0 > 0 sufficiently small,
such that

sup
0<τ<τ0 or 1−τ0<τ<1

|f(τ)| ≤ c∗η − η2 − β =
(c∗)2

8
, (53)

and also there exists M0 > 0 large enough, such that u∗(−M0) = τ0/2. We fix
q0 = u∗(−M0) = τ0/2, ζ0 = M0/2. It is not hard to show that

eηξ(u∗(ξ))′ → ∞, as ξ → +∞. (54)

We then let
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min
−M0−ζ0≤ξ≤M0+ζ0

(eηξ, e−ηξ) = M̄,

and

min
−M0−ζ0≤ξ≤M0+ζ0

(u∗(ξ))′ = ū.

Now let ξ0 be defined as

ξ0 =
1

η
ln

2(β + c∗θ + θ2 + |f |C1,α)q0M̄

βζ0ū
.

Finally, letting

θ̄(ξ, t) = u∗(ξ − ζ(t)) + q(ξ, t),

θ(ξ, t) = u∗(ξ + ζ(t)) − q(ξ, t),

and

ᾱ = min
ξ∈R

(1, θ̄),

α = max
ξ∈R

(0, θ).

We have,

Lemma 4.1. ᾱ is a super-solution of (1).

Proof. Since u = 1 is already a solution of (1), we only consider θ̄, then

θ̄t − θ̄xx − f(θ̄)

= (u∗(ξ − ζ(t)) + q(ξ, t))t − (u∗(ξ − ζ(t)) + q(ξ, t))xx

−f(u∗(ξ − ζ(t)) + q(ξ, t))

= −ζ′(t)u∗ξξ(ξ − ζ(t)) + (q(ξ, t))t − qξξ + f(u∗(ξ − ζ(t)))

−f(u∗ + q(ξ, t)),

(55)

where u∗ξξ denote the second partial derivative of u∗ with respect to ξ.

We discuss (55) by cases.
Case 1, ξ ≤ −M0 + ζ0.
Now (55) reads

−u∗ξ(ξ − ζ(t))ζ′(t) + (−β + c∗η − η2 − f ′(u∗ + σq))q

for some constant σ. Because of (53), we have

−β + c∗η − η2 − f ′(u∗ + σq) ≥ 0.

Case 2, ξ ≥M0 + ζ0.
Now (55) turns into

βe−βtu∗ξ(ξ − ζ(t))[1 +
−β − c∗η − η2

ζ0β

q

uξe−βt
− f ′(u∗ + σq)

ζ0β

q

u∗ξe
−βt

].

We only need to show that
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1 +
−β − c∗η − η2

ζ0β

q

uξe−βt
− f ′(u∗ + σq)

ζ0β

q

u∗ξe
−βt

≥ 0. (56)

In fact, by (54), we have

| (β + c∗η + η2)q0
ζ0β

1

u∗ξe
η(ξ+ξ0)

| ≪ 1

2
, (57)

and

|f
′(u∗ + σq)q0

ζ0β

1

u∗ξe
η(ξ+ξ0)

| ≪ 1

2
. (58)

Therefore, by (57) and (58), we have shown that

βζ(t)u∗ξ(ξ − ζ(t))[1 +
−β − c∗η − η2

ζ0β

q

u∗ξe
−βt

− f ′(u + σq)

ζ0β

q

u∗ξe
−βt

] ≥ 0.

Case 3, −M + ζ0 ≤ ξ ≤M0 + ζ0. We consider two subcases,
Subcase 1, −M0 + ζ0 ≤ ξ ≤ 0.

−ζ′(t)uξ(ξ − ζ(t)) + (−β − c∗η − η2 − f ′(u+ σq))q

= βζ0e
−βtuξ(ξ − ζ(t)) + (−β − c∗η − η2 − f ′(u+ σq))q.

(59)

Subcase 2, 0 ≤ ξ ≤M0 + ζ0.

−ζ′(t)uξ(ξ − ζ(t)) + (−β + c∗η − η2 − f ′(u+ σq))q

= βζ0e
−βtuξ(ξ − ζ(t)) + (−β + c∗η − η2 − f ′(u+ σq))q.

(60)

from (53), we see that (59) and (60) are both nonnegative.

Lemma 4.2. α is a subsolution of (1).

Proof. Since u = 0 is already a solution of (1), we need only to consider θ. We have

θt − θxx − f(θ)

= (u∗(ξ + ζ(t)) − q(ξ, t))t − (u∗(ξ + ζ(t)) − q(ξ, t))xx

−f(u∗(ξ + ζ(t)) − q(ξ, t))

= ζ′(t)u∗ξ(ξ + ζ(t)) − (q(ξ, t))t − qξξ

+f(u∗(ξ + ζ(t))) − f(u∗(ξ + ζ(t)) − q(ξ, t)).

(61)

Similar to the proof of Lemma 4.1, we consider the following cases.
Case 1. ξ ≤ −M0 − ζ0.
For some constant σ1, (61) changes into

ζ′(t)u∗ξ(ξ + ζ(t)) + (β − c∗η + η2 + f ′(u∗ − σ1q))q. (62)

We need to show (62) is negative, actually, by (53), we have
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β − c∗η + η2 + f ′(u∗ − σ1q)

= −c
∗2

8
+ f ′(u∗ − σ1q) < 0

Case 2. ξ ≥M0 − ζ0.
Now (62) is

− βζ0e
−βtu∗ξ(1 +

−β − c∗η − η2

ζ0β

q

u∗ξe
−βt

− f ′(u+ σ1q)

ζ0β

q

u∗ξe
−βt

), (63)

we need to show (63) is positive. The same proof as in Lemma 4.1 can be applied
here to get the conclusion.

Case 3. −M0 − ζ0 ≤ ξ ≤M0 − ζ0.
we have two subcases to be considered:
Subcase 1. 0 ≤ ξ ≤M0 − ζ0.
In this case, (61) changes to

− βζ0e
−βtu∗ξ + (β + c∗η + η2)q + f ′(u∗ − σ1q). (64)

Subcase 2. −M0 − ζ0 ≤ ξ ≤ 0.
In this case, (61) changes to

− βζ0e
−βtuξ + (β − c∗η + η2)q + f ′(u − σ1q). (65)

In either case, we can argue as in Lemma 4.1 that (64) and (65) are negative.

Lemma 4.3. There exist ξ1 > 0 and ξ2 > 0 such that

θ̄(ξ + ξ2, t) > θ(ξ − ξ1, t). (66)

Proof. By Theorem 1.1, for ξ + ζ0 ≤ −M0, we have

θ̄(ξ, t) = u∗(ξ − ζ(t)) + q(ξ, t)

= u∗(ξ − ζ0e
−βt) + q0e

−βteη(ξ−ξ0)

= Aec∗(ξ−ζ0e−βt) + q0e
−βteη(ξ−ξ0),

(67)

and

θ(ξ, t) = u∗(ξ + ζ(t)) − q(ξ, t)

= u∗(ξ + ζ0e
−βt) − q0e

−βteη(ξ−ξ0)

= Aec∗(ξ+ζ0e−βt) − q0e
−βteη(ξ−ξ0),

(68)

while for ξ − ζ0 ≥M0, we have

θ̄(ξ, t) = H1(
1

c∗
(ξ − ζ(t))(1 + o(1))) + q0e

−βte−η(ξ+ξ0), (69)

and

θ(ξ, t) = H1(
1

c∗
(ξ + ζ(t))(1 + o(1))) − q0e

−βte−η(ξ+ξ0). (70)
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Since H is increasing with respect to ξ, then there exists ξ1 > 0 such that

θ̄(ξ, t) > θ(ξ − ξ1, t). (71)

We then consider ξ± ζ0 ∈ (−M0, M0), by Theorem 1.1 and because (−M0, M0)
is finite, there exists a 0 < ξ2 ≤M0 such that

θ̄(ξ − ξ2, t) > θ(ξ + ξ1, t)

for all t > 0.

Lemma 4.4. Let u be the solution of (1) with initial value ψ satisfying α(x, 0) ≤
ψ ≤ ᾱ(x, 0), then for all t > 0, u(t, x) ≥ α and u(t, x) ≤ ᾱ.

Proof. By Maximum principle and comparing ψ with α(x, 0) and ᾱ(x, 0).

Proof of Theorem 1.3. Lemma 4.1-4.4 amount to the conclusion of the theorem.

5. Application. As a special case of system (1), we consider the following system







ut = uxx + 1 + sinu,

u(x, 0) = ψ(x)
(72)

and its counterpart in the moving coordinates ξ = x+ ct with boundary conditions











u′′ − cu′ + 1 + sinu = 0,

u(−∞) = −π
2
, u(+∞) =

3π

2
.

(73)

System (73) is the classical pendulum or single point Josephson Junction equation
([20]), and satisfies conditions (1)-(5) after rescaling. According to Theorem 1.1 to
Theorem 1.3, there is a c∗ > 0 such that for any c ≥ c∗ system (73) has a unique
(modulo transformation) traveling wave solution. Also, the traveling wave solution
u∗ with speed c∗ is asymptotically stable for suitably chosen initial condition ψ(x).

We interpret the dynamics of (73) in the phase plane (u, u′). System (73) has
a unique heteroclinic orbit connecting the equilibrium (u, u′) = (−π/2, 0) with
(u, u′) = (3π/2, 0) for every c ≥ c∗ (see also [20]). An equilibrium analysis reveals
that (−π/2, 0) and (3π/2, 0) are both saddle-nodes. Also from the asymptotic
analysis in section 2, when c = c∗ the heteroclinic orbit is formed by the connection
between a strongly unstable manifold of the saddle-node (−π/2, 0) and a center
stable manifold of (3π/2, 0) on the upper half (u, u′) plane; while for c > c∗, the
heteroclinic orbit is formed by connecting the center unstable manifold of (−π/2, 0)
with a center stable manifold of (3π/2, 0). Hence as the wave speed changes from
c∗ to c > c∗ the heteroclinic orbit breaks and then immediately re-forms between
the two equilibria. In this point of view, our results are in sharp contrast with those
of KPP equation, since in the later equation the heteroclinic connection persists
as c changes from c∗to c > c∗. The driving force for the traveling wave solution
of KPP equation is reaction and diffusion process. This is more evident from the
following corollary, in which we allow the nonlinear reaction term f to be slightly
more general than 1 + sinu.
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Corollary 1. Suppose in addition to conditions (1)-(5), the nonlinear term f in
(2) satisfies f ′′(1) > 0 and f ′′(0) > 0, and f is of C3,α, then corresponding to c∗,
then the traveling wave solution of (2) has the following asymptotic behaviors,















u∗(ξ) = 1 − 2c∗

f ′′(1)

1

ξ
+ o(

1

ξ
) as ξ → ∞,

u∗(ξ) = Aec∗ξ + o(ec∗ξ) as ξ → −∞,

(74)

while for c > c∗, the traveling wave solutions has the following asymptotic behaviors



















u(ξ) = 1 − 2c

f ′′(1)

1

ξ
+ o(

1

ξ
) as ξ → ∞,

u(ξ) = − 2c

f ′′(0)

1

ξ
+ o(

1

ξ
) as ξ → −∞.

(75)

Proof. The asymptotic behavior for u∗ at −∞ has been derived by Theorem 1.1.
We now derive the asymptotic expansion for u∗ at +∞.

Consider function

v(ξ) = 1 − 2c∗

f ′′(1)

1

ξ
+
B ln ξ

ξ2
, (76)

where the constant B is to be determined.
Differentiating v(ξ), we have

v′(ξ) =
2c∗

f ′′(1)

1

ξ2
+
B − 2B ln ξ

ξ3
,

v′′(ξ) = − 4c∗

f ′′(1)ξ3
− 5B − 6B ln ξ

ξ4
,

then

L̂v
.
= v′′ − c∗v′ + f(v)

=
1

ξ5
(−Bc∗ − 4c∗

f ′′(1)ξ
− f ′′′(1)

6
(

2c∗

f ′′(1)
)3 + o(

1

ξ
)).

(77)

Choosing B = B1 > 0 sufficiently large and letting

v1(ξ) = 1 − 2c∗

f ′′(1)

1

ξ
+
B1 ln ξ

ξ2
, (78)

we then have L̂v1 < 0 for ξ large enough, i.e, v1 is a super solution for L̂v = 0.
Similarly we can choose −B2 > 0 large enough in (77) such that

v2(ξ) = 1 − 2c∗

f ′′(1)

1

ξ
+
B2 ln ξ

ξ2
(79)

defines a sub-solution of L̂v = 0 for ξ > 0 sufficiently large.
It follows that v2(ξ) < v1(ξ) for ξ large enough. Consequently, there exists T > 0,

such that

0 < v2(T ) < v1(T ) < 1. (80)
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Since system (2) is shifting invariant, we can make a shifting of origin of u∗(ξ)
such that

0 < v2(T ) < u∗(T ) < v1(T ).

We then have























L̂v2 > L̂u∗ > L̂v1,

v2(T ) < u∗(T ) < v1(T ),

v2(+∞) = u∗(+∞) = v1(+∞) = 1.

(81)

Consequently,

L̂(v2 − u∗) = (v2 − u∗)′′ − c∗(v2 − u∗)′ + f(v2) − f(u∗)

.
= w′′ − c∗w′ + f ′(µv2 + (1 − µ)u∗)w > 0,

where we set w = v2 − u∗ and for each ξ, µ(ξ) is a constant between 0 and 1. By
Maximum Principle, we see v2(ξ) < u∗(ξ) for ξ ≥ T . Similarly, we have v1 > u∗ for
ξ > T .

Therefore, we can write

u∗(ξ) = 1 − 2c∗

f ′′(1)

1

ξ
+ o(

1

ξ
) as ξ → ∞.

This shows (74). The verification for (75) is similar, so we skip it.

We further remark that if the nonlinear term f as in (1) is only C1,α, the phase
plane analysis method for the KPP equation as in [25] does not work. Even for
f = um(1 − u)n, 1 < m ,n ∈ N, the phase plane analysis as appears in [20] will be
quite lengthy, see [12].

Appendix A. An alternative existence proof. In this section, we give an al-
ternative existence proof of the traveling wave solutions, the proof is simpler than
the previous one and covers KPP, m− th Fisher as well as the current double de-
generate case. As a cost, this proof does not yield the asymptotic results as in
Theorems 1.1, 1.2.

Consider the equation

u′′ − cu′ + f(u) = 0 (A-1)

where f : [0, 1] → R
+ is smooth and f(0) = f(1) = 0. To simplify our arguments

we will make the odd extension to f , that is we define f(ξ) = −f(−ξ) for ξ < 0. A
change of variable ξ → −ξ changes the sign of c so we will assume without loss of
generality that c ≥ 0.

We can write the equation as a system by introducing v = u′, so (A-1) becomes

u′ = v, v′ = cv − f(u) (A-2)

The equilibrium points of (A-2) are of the form (γ, 0) where f(γ) = 0. A heteroclinic
solution of (A-2) is a solution (u(ξ), v(ξ)) such that

lim
ξ→−∞

(u(ξ), v(ξ)) = (γ1, 0), lim
ξ→+∞

(u(ξ), v(ξ)) = (γ2, 0) (A-3)
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Figure 1. The Level Curve of V

where γ1 and γ2 are two distinct zeros of f . We sometimes say the solution is
heteroclinic from (γ1, 0) to (γ2, 0).

Lemma A.1. If c > 0 then any solution of (A-2) which is bounded for ξ ≤ 0
approaches an equilibrium point as ξ → −∞.

Proof. The classical Liapunov type theorems deal behavior as ξ → +∞. Therefore,
there will be several sign shifts in the following argument.

Consider the (Liapunov) function

V =
1

2
v2 + F (u), F (u) =

∫ u

0

f(τ)dτ, F1 =

∫ 1

0

f(τ)dτ. (A-4)

The derivative of V along a solution of (A-2) is

V ′ =
∂V

∂v
v′ +

∂V

∂u
u′ = v(cv − f(u)) + f(u)v = cv2 ≥ 0. (A-5)

Since V ′ ≥ 0 it follows from LaSalle’s Theorem (Theorem 2, page 282 of [17])
that a solution which is bounded for ξ < 0 tends to the largest invariant set in
M = {(u, v) : V ′(u, v) = 0} as ξ → −∞. (Also see ([18, 19])) If c > 0 then M is
the set where v = 0. On M we have v′ = −f(u), so to remain in M we must have
f(u) = 0.

The level curves of V are shown in Figure 1. The shaded region is the set
D = {(u, v)| − 1 ≤ u ≤ 1, V ≤ F1}.

Since V ′ ≥ 0, a solution that starts in D at ξ = 0 remains D for ξ ≤ 0. The set
D is compact, so by Lemma A.1 all solutions that start in D tend as ξ → −∞ to
one of the three equilibrium points (−1, 0), (0, 0), (1, 0).

Lemma A.2. For all c > 0, at least one solution which starts in D tends to the
equilibrium (1, 0) as ξ → +∞.

Proof. Let W = {(u, v) : u ≥ 0, v ≥ 0, 1
2F1 ≤ V ≤ F1}, see the shaded region in

Figure 2. This region does not quite satisfy the hypothesis of Wazewski’s theorem
since there are both ingress and egress points on the boundary ([12], [32]). The
region is not quite an isolating block in the sense of Conley and Easton ([8]), since
there is an equilibrium points on the boundary. However, the ideas of these works
readily apply.
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Figure 2. The Region W

The set of ingress points are the points on the boundary of W where the trajec-
tories enter W . The set of ingress points is homeomorphic to an open interval. The
set of egress points are the points on the boundary of W where the trajectories exit
W . The set of egress points is homeomorhpic to the union of two open intervals.
(The intervals are separated by the equilibrium point (1, 0).)

Assume that no trajectory approaches (1, 0). Then all trajectories enter the
ingress set and exit the egress set. The ingress and egress sets are cross sections to
the flow and cross section maps define a homeomorphism. But this is a contradiction
since the ingress set is connected and the egress set is disconnected.

Proposition 1. There is at least one heteroclinic orbit from (0, 0) to (1, 0).

Proof. This follows from the two lemmas given above.

Let ψ(ξ) be such a heteroclinic solution. We note that ψ(ξ) is unique (up to a
translation in ξ) if f ′(1) < 0 since in that case the critical point at (1, 0) is a saddle
point.

A positive heteroclinic solution (u(ξ), v(ξ)) satisfies (A-3) and u(t) > 0 for all
−∞ < ξ <∞.

Proposition 2. Let f(u) ≤ αu for 0 ≤ u ≤ 1. If 0 ≤ 4α ≤ c2 then ψ(ξ) is a
positive heteroclinic solution.

If d = f ′(0) > 0, then the heteroclinic solution ψ(ξ) from (0, 0) to (1, 0) is not
positive when c2 − 4d < 0.

Proof. We remark that the first part of this proposition does not require that f ′(0) >
0 and/or f ′(1) < 0.

If d = f ′(0) > 0 and c2−4d < 0, then the critical point at the origin is a unstable
spiral (focus). Since ψ(ξ) approaches 0 as ξ → −∞ in the phase plane (ψ(ξ), ψ′(ξ))
spirals around the origin with ψ(ξ) taking positive and negative values. See [7].

Now let f(u) ≤ αu for 0 ≤ u ≤ 1 with 0 ≤ 4α ≤ c2. We compare equation (A-2)
and the linear equation

u′ = v, v′ = cv − αu (A-6)

The equilibrium of equation (A-6) is a linear unstable node with particular so-
lutions along the eigenvectors of the coefficient matrix, that is along the vectors
(c±

√
c2 − 4α, 2α). These vectors have positive slope. Let (u(ξ), v(ξ)) be a solution
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of (A-2) and (ul(ξ), vl(ξ)) be a solution of (A-6). Then at any point in the first
quadrant

dv

du
= c− f(u)

v
≥ c− αu

u
=
dvl

dul

.

The solutions of equation (A-2) grow faster than the solutions of (A-6) so there
are solutions of (A-2) which remain in the first quadrant and leave D. Call such a
solution (η(ξ), η′(ξ)). The solution (η(ξ), η′(ξ)) defines a curve in the first quadrant
that starts at the origin as ξ → −∞ and leaves D.

If the solution ψ(ξ) became negative then (ψ(ξ), ψ′(ξ)) would have loop around
the origin. It must ultimately tend to (1, 0) through the first quadrant, but the
curve (η(ξ), η′(ξ)) acts as a barrier since two trajectories cannot cross in the phase
plane.
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